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Overview of computational methods
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• Typical analytic methods involve expressing Feynman integrals in terms of 

classes of iterated integrals

• Multiple polylogarithms

• Iterated integrals over Eisenstein series

• Elliptic multiple polylogarithms over the torus or an elliptic curve

Analytic methods for Feynman integrals

• Strengths of analytic methods:

• Branch-cuts and analytic structure is 

manifest (through the symbol map)

• Specialized algorithms can be developed for 

evaluating the relevant classes of functions

• Drawbacks of analytic methods:

• The analytic continuation may be difficult to 

perform

• Many Feynman integrals lie outside the 

known classes of functions
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• Prototypical example:

• Sector decomposition and numerical integration (FIESTA, pySecDec)

Numerical methods

• Strengths of numerical methods:

• Numerical integration is fully algorithmic and 

general purpose

• Applicable to integrals with many scales

• Drawbacks of numerical methods:

• Numbers might not expose symmetries 

and/or structures underlying the integrals

• Performance can lack behind analytic 

methods
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• Semi-numerical methods perform as much as possible of the computation analytically, before 

resorting to numerical approximations

• We may set up differential equations in analytic form, and then solve these differential equations

• Numerically using finite difference methods

• Semi-analytically through one-dimensional series expansions

Semi-numerical methods

• Strengths of series expansion methods:

• State of the art performance on many types of Feynman 

integrals

• Speed improves as more points are computed

• Analytic continuation of Feynman integrals becomes simple

• Drawbacks:

• Simplification of the differential equations is 

not fully algorithmic

• Derivation of boundary conditions requires 

some manual effort

[Mandal, Zhao, 1812.03060]

[1907.13156, 1907.13234, 
1911.06308, 2006.05510]
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Series expansions
• Series expansions have been featured various times in the past literature.

• For single-scale problems, see e.g:

• For multi-scale problems, see for example:
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Series expansions
• Some of the previous literature was problem tailored. For example, by:

• Treating single-scale problems by expanding only at singular points and deriving recurrence 

relations for the series coefficients

• Considering multi-scale cases by expanding in only one parameter

(Figure borrowed from 1907.13234)• An (arguably) more general setup was 

demonstrated in [F. Moriello, 1907.13234] for the 

computation of planar integrals relevant to H+j

production at NLO

• Simultaneously, in a larger collaboration, we 

applied these methods to the computation of 

non-planar H+j integrals [Bonciani et al, 1907.13156] [Frellesvig et al, 1911.06308]

[Lee, Smirnov, Smirnov, 1709.07525, 1805.00227]

[Anastasiou, Duhr, Dulat, 
Herzog, Mistlberger, 1503.06056]
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Series expansions

• The main steps of the series expansion method are as follows:

• Reduce multi-scale problems to a single-scale problem by integrating along a one-

dimensional contour

• Split up the contour into multiple segments such that series expansions converge 

on each segment

• Find series solutions of the integrals along each segment, and fix boundary 

conditions by matching neighbouring segments

• Cross thresholds by assigning ±𝑖𝛿 to logarithms and algebraic roots in the solutions
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DiffExp
• A general implementation of these methods was made into the Mathematica package DiffExp, 

introduced in arXiv:2006.05510, and hosted at https://gitlab.com/hiddingm/diffexp

• DiffExp accepts (any) system of differential equations of the form

for which the matrix entries are combinations of rational and algebraic functions

• It enables one to numerically integrate various multi-scale Feynman integrals at arbitrary points 

in phase-space, and at precisions of tens of digits (or higher)

• The Feynman integrals do not have to be in canonical form and may also be of “elliptic”-type or 

associated with more complicated geometries.
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The method of differential equations
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• Start from a family of scalar Feynman integrals:

• Derivatives of Feynman integrals can be expressed in the same family.

• By IBP-reduction we may then obtain a closed system of the form:

• For some vector of master integrals Ԧ𝑓

Differential equations

[Kotikov, 1991], [Remiddi, 1997]
[Gehrmann, Remiddi, 2000]
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• We may simplify the differential equations by a change of basis

• Let 𝐵 = 𝑻 Ԧ𝑓, then we have: 

• The canonical basis conjecture claims that

• Furthermore, if the integrals are polylogarithmic, we have:

Differential equations in a canonical basis

[Henn,  2013]
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• The formal solution can be written as a path-ordered exponential:

• Which can be expanded in terms of Chen’s iterated integrals:

• More concisely, consider the 𝜖 expansion                           , then:

where

Canonical basis

[Chen, 1977]
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• Thus, more compactly, we focus on integrals of the type: 

• When                                           and when     contains only (simultaneously) 

rationalizable algebraic functions the results are expressible in terms of MPLs:

• This provides a fully analytic solution of the differential equations, which can be 

evaluated using GiNaC

Canonical basis

[Vollinga, Weinzierl, hep-ph/0410259]
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• In the presence of non-rationalizable roots, the results may not be expressible in 

terms of MPLs at all orders in 𝜖.

• In this case, series expansions come to the rescue!

• Starting from                                                             , we may perform the expansion:

• Then integration becomes straightforward:

• E.g. 

Series expansions - preview

[Brown, Duhr, arXiv:2006.09413]
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Boundary conditions
• To solve the system of differential equations, we need to supply boundary conditions at some 

suitable kinematic point or limit

• One approach is to use sector decomposition to obtain numerical data at some point:

• Start from a point in the Euclidean region, where FIESTA and (py)SecDec have favorable run time.

• Obtain numerics in other regions by solving the differential equations

• The precision is limited to the precision of the boundary data

• Alternatively, we may obtain boundary conditions analytically:

• Consider some asymptotic limit where particles go on-shell, or internal masses vanish.

• Obtain solutions in closed-form in 𝜖, ideally in terms of ratio’s of gamma functions

• The precision is unlimited, and we may obtain results at any order in 𝜖
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Boundary conditions (Analytic form)
• Typically, we consider a limit where most of the external scales vanish, such that 

the Feynman integrals simplify as much as possible. 

• However, we can not in general commute the limit and the integration.

• Let’s consider the example of the massive bubble:

• In the limit 𝑚2 = 𝑥, with 𝑥 ↓ 0, we obtain:
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Boundary conditions

• Now, suppose we had started directly in the massless limit. We’d find:

• The kinematic singularity has been transformed into a dimensionally regulated pole, yielding

a different result than before!

• How do we obtain boundary conditions without computing the integral in a generic mass 

configuration first? (which would defeat the purpose)
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Boundary conditions
• The solution is to use the method of expansions by regions.

• There is a particularly simple formulation in the parametric representation, 

which is implemented in the publicly available Mathematica package asy.m

• Recall the Feynman parametrization:

[See works by Beneke and Smirnov]

See e.g. [Jantzen, Smirnov, Smirnov, 1206.0546]
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Expansion by regions

• Suppose we are interested in a kinematic limit 

• Then there exists a set of regions {𝑅𝑖},  where                                    is a vector 

of rational numbers.  

• For each region 𝑅𝑖 we rescale the Feynman parametrized integral in the 

following manner:

• The asymptotic limit is then given by summing over the contributions of each 

region, expanding on 𝑥, and integrating.

Kinematic invariants and masses

Each Feynman parameter scales
according to the given region

In addition, we take our 
desired kinematic limit
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Expansion by regions
• Let’s have another look at the massive bubble. The Feynman parametrization is:

• We feed asy.m the 𝒰 and ℱ polynomials, and obtain the regions:

• Leading to:

• For the purpose of computing boundary conditions, we often only need the leading 

term of the expansion with respect to the line parameter
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Expansion by regions
• At leading order in x, we obtain:

• Although we have a sum of terms, each piece is simpler to integrate than the 

Feynman parametrization of the massive bubble. Performing the integrations 

yields:

• Which agrees with the result we found before!

• Note as well that the boundary conditions are just ratios of gamma functions
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Series solutions to differential equations

Introduction    Differential equations   Series expansions   Results    Conclusion   



Solving non-canonical systems
• We saw previously how to find series expansions for a canonical-form system

• Next consider a more general system of partial differential equations of the form:

• We will restrict ourselves to the following conditions on the 𝜖 expansion:

• The condition on the basis integrals Ԧ𝑓 is trivial, as we can always multiply out the 
highest pole.

• The finiteness condition on 𝐀𝑥(𝑥, 𝜖) can typically also be instated by performing 
appropriate 𝜖 rescalings of the basis integrals.
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• Let 𝑓𝜎1 , … , 𝑓𝜎𝑝 be a set of “coupled” integrals, and relabel 𝑓𝜎1 → 𝑔1, 𝑓𝜎2 → 𝑔2, ….

• Then

Where: 

Solving non-canonical systems
• After plugging in the 𝜖 expansions, we have that:

• We can decompose these differential equation further

Inhomogeneous part: subtopology
terms & lower orders in 𝜖

Homogeneous part: the same at all 
orders in 𝜖
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Solving non-canonical systems

• We consider integrals to be “coupled” when they depend on each other at finite order in 𝜖

upon repeated differentiation. For example, if 𝜕𝑥𝑓𝑖 contains a component of integral 𝑓𝑗 , and 

vice-versa, then 𝑓𝑖 and 𝑓𝑗 are coupled together.

• To integrate the differential equations, we should proceed at the lowest order in 𝜖 and 

integrate from the lowest sectors / topologies, up to the highest. We then move to the next 

order in 𝜖 and continue.

• How do we read off an integration order directly from 𝐀𝑥
(0)

, satisfying these observations?
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• Consider a graph 𝐺, which has an edge 𝑓j → 𝑓𝑖 , if the derivative of 𝑓𝑖 includes a 

contribution from 𝑓𝑗 at order 𝜖0.

• Next, determine the strongly connected components of 𝐺

• These are sets of vertices for which there is a directed path between every pair of 

vertices.

• Note: every vertex is connected to itself by definition

• The strongly connected components are the coupled integrals. Next, we consider 

the graph of strongly connected components, called the “condensation” of 𝐺

Integration sequence
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Integration sequence
• Example of the condensation 

of a directed cyclic graph:

• The condensation has edges 

between two str. conn. 

components, when there is an 

edge between its integrals in 

the original graph 𝐺

• The condensation is an acyclic

graph defining a partial 

ordering, from which we read 

off the integration order.

Picture borrowed from https://commons.wikimedia.org/wiki/File:Graph_Condensation.svg
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• We have now decomposed the differential equation such that we have to solve for 

each coupled block Ԧ𝑔 at order 𝜖𝑘 a system of the form:

• Following the previously described integration order, 𝑏 𝑘 is always available from 

previously computed data.

• We can split up the task in two parts:

• 1: Solve the homogeneous diff. eqns:

• 2. Obtain solutions to the full system of diff. eqns

• In the following we will drop the subscripts for brevity.

Solving non-canonical systems
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• Consider 

• Strategy (based on combination of standard techniques):

1. Combine the system into a 𝑝-th order differential equation for 𝑔𝑖

2. Find 𝑝 (homogeneous) solutions for 𝑔𝑖 using the Frobenius method and 

reduction of order

3. Solve for the remaining 𝑔𝑗 in terms of 𝑔𝑖

• Detailed steps can be found in [MH, 2006.05510].

• The result is a matrix of solutions 𝐅, satisfying 

Homogeneous differential equations
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• Next, we consider the full system 

• We leave out the derivation, and provide the solution below:

Where                                contains the inhomogeneous terms along the columns, 

and where                                        is a diagonal matrix of integration constants to 

be determined by boundary values. 

Inhomogeneous differential equations
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• If we reintroduce a superscript for the order in 𝜖 we have that:

• We need to compute 𝐅 and 𝐅−1 only once. Higher orders in 𝜖 are obtained by two matrix 

multiplications, and a single integration (which is implemented using an efficient 

replacement rule.)

• This compares favorably to a straightforward “variation of parameters” implementation, 

which involves computing 𝑝 determinants of matrices of size 𝑝 − 1 × 𝑝 − 1 for each 

order in 𝜖. (Take into account the matrix entries are themselves series expansion.)

Inhomogeneous differential equations

Ԧ𝑔 𝑘 =

j=1

p

𝐆j
𝑘
, 𝐆 k = 𝐅 ∫ 𝐅−1𝐁 k + 𝐄 𝑘
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• The series solutions have a finite radius of convergence.

• By concatenating solutions centered at different line segments we can reach any 

point in phase-space. How do we choose where to center them?

• We may choose the line segments such that each expansion is evaluated at 

most 1/𝑘 the distance to the nearest singularity, where 𝑘 > 1.

• To cross singularities, we center an expansion at the singularity

Line segmentation
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• For example, suppose: Xsing = … ,−0.095,0,4,16, …

𝑥start = 0, 𝑥end = 6

• Then we may pick the following partitioning into 6 line segments, such that each evaluation 

happens at most ½ the distance to the nearest singularity:

Line segmentation
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• The series solutions centered at singularities may contain logarithms and square 

roots.

• Logarithms appear by integration of poles 1/𝑥.

• Square roots can arise from the homogeneous solutions (when the indicial equation has a 

half-integer root), or from the basis definition.

• By transferring an 𝑖𝛿-prescription to the line parameter, we can perform the 

analytic continuation of these functions. In particular we can let:

Analytic continuation
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• We don’t like to carry theta functions around in the series expansions (for 

performance reasons), so we may instead use replacement rules.

• For example, if 𝑥 carries −𝑖𝛿, and we evaluate at a point 𝑥 < 0, we let:

• Additional comments:

• The 𝑖𝛿-prescriptions can be determined from the Feynman prescription

• Typically, we should avoid crossing two singular regions at the same time

Analytic continuation
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• Using Möbius transformations we may improve the convergence of the 

expansions. For example, consider:

• Then:

• Next, consider the Möbius transformation:                    , so that for 𝑦 ∈ [−1,1], we 

have 𝑥 ∈ [−1/10,1].

• We then have:

• And numerically we find:

Möbius transformations
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• Thus, we may improve the integration strategy in the following way:

• Find the singularity whose real part is nearest on the left of the origin

• Find the singularity whose real part is nearest on the right of the origin

• Map these respective singularities to -1, and 1.

• Disadvantages:

• Möbius transformations may slow down the series expansions of the 

matrices, partly negating their speedup. (Perhaps this can be improved in 

future versions of DiffExp.)

Möbius transformations
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• Lastly, we may use (diagonal) Padé approximants to accelerate the convergence 

of our series. These are rational functions, whose series expansion matches the 

original series. For example:

• Padé approximant:

• Downsides: 1. Requires higher working precision

2. Computation of the Padé approximants takes time

Padé approximants
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Examples
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• Main production mode of the Higgs boson @ LHC is via gluon-gluon fusion

• The Higgs particle does not couple directly to gluons. The interaction is mediated by a heavy 

quark loop, so that next-to-leading order concerns two-loop diagrams

• To this date, no NLO computation is available of the whole 𝑝𝑇-spectrum, including quark-mass 

effects for all quark flavors

• An NLO computation including the top-quark mass but neglecting bottom-quark mass has been 

performed using sector decomposition for the integrals

• Various computations have also been done in HEFT (some up to 𝑁3LO) 

Higgs plus jet production @ NLO

[Jones, Kerner, Luisoni, 2018]

e.g.: [Anastasiou, Duhr, Dulat, 
Herzog, Mistlberger, 1503.06056].

[Chen, Gehrmann, Glover, Huss, 
Mistlberger, Pelloni, 2102.07607]
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• Integrals relevant for H+j production at NLO 

with full heavy quark mass dependence

• Dependence on three scales (after normalizing 

out mass dependence)

• Families A, F, and G contain elliptic sectors

Higgs + jet integrals
[Bonciani et al, 1609.06685]

[Bonciani et al, 1907.13156] [Frellesvig et al, 1911.06308]

R. Bonciani, V. Del Duca, H. Frellesvig, J. M. Henn, MH, L. 
Maestri, F. Moriello, G. Salvatori, V. A. Smirnov
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Family F
Master integrals

• IBP-reduction:

• 73 master integrals

• Default FIRE basis: 𝒪(1 GB)

• More suitable (pre-

canonical) basis: 𝒪(100 MB)

• Possible using either FIRE or 

KIRA

• Differential eqns: 𝒪(10 MB)

Elliptic sectors

Fig: Master integrals with numbering.

[Bonciani et al, 1907.13156]
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Family G
Master integrals

• IBP-reduction:

• 84 master integrals

• Default FIRE basis: 𝒪(1 GB)

• More suitable (pre-canonical) 

basis: 𝒪(100 MB)

• Possible using either FIRE or 

KIRA

• Differential eqns: 𝒪(10 MB)

Elliptic sectors
[Bonciani et al, 1911.06308]
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Boundary conditions of family F
• All boundary conditions for family F:

• Requires computation of numerous integrals:
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Boundary conditions of family F
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• We can obtain 3-dimensional plots, if we sample enough points. Consider the 

parametrization:

• Which maps the physical regions of 

the top quark and bottom quark

contributions to the unit square:

Higgs + jet integrals [1907.13156, 1911.06308]
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Higgs + jet integrals
Plots sampled from 10000 points on an evenly spaced grid.

Family FFamily G

Example of timing: obtaining 10000 points for family G, on a 4-core 

laptop CPU took about 19.5 hours for the top quark contributions.
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• First, we consider the equal-mass case:

• The differential equations are given by:

• With 

3-loop banana graph
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• Next, let us obtain suitable boundary conditions

• The Feynman parametrization is given by:

• Where we let 𝑡 = −1/𝑥.

• We will compute boundary conditions in the limit 𝑥 → 0, which is equivalent 

to the limit where the mass vanishes.

3-loop banana graph
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• We use the method of expansions by regions and asy.m to obtain the regions.

• They are given by:

• Their contributions work out to:

3-loop banana graph

Introduction    Differential equations    Series expansions   Results   Conclusion   



• Summing over all contributions, we obtain the following result:

• Next, we show how to obtain results for any values of 𝑝2 using DiffExp

3-loop banana graph
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• Typical usage of the package:

• Set configuration options using the method LoadConfiguration[opts_]

• Prepare a list of boundary conditions using PrepareBoundaryConditions[bcs_, line_]

• Then we can find series solutions along a line using the function:

IntegrateSystem[bcsprepared_, line_]

• Or one can transport the boundary conditions to a new point using:

TransportTo[bcsprepared_, point_]

DiffExp
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• Load DiffExp:

• Set the configuration options and load the matrices

3-loop banana graph
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• Prepare the boundary conditions along an asymptotic limit:

3-loop banana graph
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• Next, we transport the boundary conditions:

3-loop banana graph
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• Lastly, we plot the result:

3-loop banana graph
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• Timing:

• Moving from 𝑝2 = −∞ to 𝑝2 = 30 at a precision of 25 digits takes about 90 sec, where we computed 

the top sector integrals up to and including order 𝜖3.

• Moving from 𝑝2 = −∞ to 𝑝2 = 30 at a precision of 100 digits takes a bit under 20 min, where we 

computed the top sector integrals up to and including order 𝜖3.

• Obtaining 100+ digits at 𝑝2 = −100 up to and including order 𝜖3 takes about 2.5 min.

• 𝐵3
𝑘
:

3-loop banana graph

Introduction    Differential equations    Series expansions   Results   Conclusion   



• In the unequal mass case, we may choose the “precanonical” basis:

• The unequal mass case is significantly more difficult to compute for DiffExp, due to the presence 

of 11 coupled master integrals.

• The series expansions grow wildly at intermediate stages of the calculations, which puts the linear 

algebra routines off track.

• Therefore, we must work at a high working precision (1000+), and rescale the line parameters in a 

way that the series coefficients don’t become too large at high orders

3-Loop banana graph
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• We provide 55 digits of basis integral 𝐵11 below, in the point 

(𝑝2 = 50,𝑚1
2 = 2,𝑚2

2 = 3/2,𝑚3
2 = 4/3,𝑚4

2 = 1)

• This point can be obtained in about 23 min.

3-Loop banana graph
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• We can also compute higher loop banana graphs.

• We consider the following basis of “precanonical” masters:

4-Loop banana graph
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• We may find boundary conditions by imposing the vanishing of non-physical singularities.

• This allows a determination of the integrals completely from the differential equations, 

without any need for asymptotic expansions.

• This follows the approach of:

• [Chicherin, Gehrmann, Henn, Lo Presti, Mitev, Wasser, 1809.06240]

• [Abreu, Ita, Moriello, Page, Tschernow, Zeng, 2005.04195]

• First, we need to provide an overall normalization for the basis. This is provided by the 

tadpole integral which is equal to:

4-Loop banana graph
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• Then we do the following:

• We compute the general solution of the top sector integrals at 𝑡 = 0.

• The expansions contain powers of logarithms, we set their coefficients to zero, which 

solves some of the indeterminate constants.

• Next, we transport and center an expansion at 𝑡 = 1. There are again logarithms in the 

expansions, and we set their coefficients to zero.

• We repeat this a final time and get rid of a non-physical singularity at 𝑡 = 9.

• Only the physical singularity at 𝑡 = 25 remains at the end and all coefficients are fixed

4-Loop banana graph
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• Our original expansion was centered at 𝑡 = 0, where we now find the results:

• Or, moving to the point 𝑡 = 50, we have:

4-Loop banana graph
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• As a simple exercise, we can also use DiffExp for evaluating MPLs. For example:

• For which the boundary conditions are (0,0,1)at 𝑧 = 0.

• After building a wrapper function, we can evaluate any MPL:

Special functions (extra)
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• Under normal circumstances, the timing lacks (considerably) behind GiNaC. 

• But, in certain edge cases, we can beat GiNaC:

Special functions (extra)
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• We can also evaluate generalized hypergeometric functions, such as the Appell

functions. For example, we have with 

• This can be combined into:

Special functions (extra)
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• Using the boundary conditions (1,𝑎𝑏2/𝑐, 𝑎𝑏1/𝑐) at 𝑥 = 𝑦 = 0, we may use DiffExp to evaluate 

the Appell F1 for arbitrary (real) x, y.

• For example,

• Although the timing is not competitive with other methods, this approach might be 

straightforward to generalize to other hypergeometric functions. In addition, we can do 𝜖

expansions of HGFs. Lastly, the analytic continuation is straightforward in this approach.
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Conclusion

• Series expansion methods provide an efficient way to evaluate 

Feynman integrals

• Series expansion methods allow for obtaining high-precision 

numerical results for beyond elliptic type integrals

• The Mathematica package DiffExp can be used for computing user-

provided systems of differential equations
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Thank you for listening!
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