PDMDB Motherboard
LHCb RICH Upgrade
The RICH PDMDB is the on-detector electronics module that is the interface between the CLARO front-end ASICs and the LHCb common readout environment. The module is implemented using FPGAs and the Versatile Link chipset and uses FEASTMP DCDC converters to locally regulate the module power.
FPGA choice
The main active components on the PDMDB are the three FPGAs. They contribute significantly to the cost of the system therefore the number required per PDMDB and the specific part are optimised to minimise costs.
The xc7k70t676 part is the smallest FPGA in the Xilinx Kintex 7 series with sufficient IOs and IO banks to provide the necessary connectivity to the single-ended 2.5V CMOS CLARO signals and the LVDS/SLVS and single-ended 1.5V CMOS signals of the GBTX ASIC. There is a penalty associated with selecting larger FPGAs as the increased cost reflects the additional high performance features embedded in the FPGA which are not used in this application. The increased physical size would also require more routing layers on the PCB which would also increase costs. With this choice of FPGA series it appears that 3 smaller FPGAs appears to be more cost efficient than two larger FPGAs.
EC PMT outputs
The PDMDB receives 512 (4 ECx2 MAPMTx64 channel) digital single-ended 2.5V CMOS signals from the 4 connected elementary cells.
To minimize component costs taking account of the number of FPGA IOs available and the bandwidth and modularity of the output links, the signals are distributed across 3 FPGAs, each driving two data links. Each data link therefore transmits 85 or 86 bits of PMT anode data per GBTX frame leaving 26 bits available in GBTX wide-frame mode for header data.
The CLARO ASIC channels are independent and asynchronous and the digital outputs are not clocked. The digital signals that arrive at the FPGA will therefore have a latency relative to the interaction time that depends on a number of factors: particle time-of-flight, photon path in the detector volume, time response of the MAPMT, time-walk in the front-end ASIC and propagation delays through the electronic chain. The effect of these is that the 512 signals at each PDMDB will arrive with a characteristic average latency and some spread about the mean value. Since each PDMDB receives signals from a small and localised area of the image plane, path length variation amongst these tends to be small. Any variation across the detector plane can then be compensated by clock phase adjustment per PDMDB (or even per FPGA). To avoid the need to individually trim the timing of the large number of individual channels in the system it is proposed to use edge-sensitive input latches in the FPGA inputs to capture the signals. The details of how this is done can lead to an occupancy-dependent channel efficiency and channel dead-time. These issues are explored further in the description of the FPGA firmware [FIRMWARE].
The electrical characteristics of the FPGA IOs can also be expected to have some effect on the photon detection efficiency since, for very small MAPMT signals, the digital outputs from the CLARO may not trigger the input latches. Although not separately measured, tests with beam demonstrate that this effect combined with the effect of the CLARO threshold does not have an unacceptable impact on the overall photon detection efficiency.
EC configuration signals
All EC control and monitoring signals are connected directly to the GBT-SCA ASIC located on the PDMDB-TCM plug-in. The possibility of configuration and monitoring via the FPGAs was rejected since the FPGAs are expected to be susceptible to radiation-induced upsets and a fail-safe configuration and monitoring interface at the front-end was preferred.
CLARO configuration
The CLARO ASIC has a number of features that must be programmed for correct operation. Each CLARO has a single 128-bit configuration shift register that is accessible through an SPI interface. Additional chip-select signals are used to identify the addressed CLARO. Details of the interface can be found in [?].
The role of the PDMDB is therefore to route the configuration signals from the GBT-SCA chip to the EC SAMTEC connectors. The GBT-SCA has a dedicated SPI port which includes SCLK, MOSI, MISO and a set of 8 slave-select IO’s. In addition to these, a few additional GBT-SCA GPIOs are used to further extend the slave-select address space so that every connected CLARO can be individually selected. There are no active components between the GBT-SCA and CLARO SPI interface.
The topology of the interface is shown in Figure ? The path lengths of the signals are relatively long and several of them have multiple loads, being connected to several CLAROs. Lab measurements have been made to verify the signal integrity in a mock-up using a GBT-SCA and multiple CLARO chips. These measurements indicate that the signal integrity is satisfactory at the required configuration speeds but the measurements are still to be confirmed with prototypes of the final hardware. These measurements are expected to take place during the summer.
Test pulse
The ability to inject a test charge at the CLARO input is an important feature that allows the read-out chain to be tested in situ and also provides a way of monitoring the response of the system to a known stimulus. The test pulse feature of the CLARO is enabled through its configuration register and allows the discharge of an internal capacitor when triggered by an external signal. The GBT-SCA DACs are used to set the voltage level across the capacitor that defines the injected charge. These levels are static or very slowly changing therefore no special precautions are needed in the routing. There are 4 available DAC outputs which will allow the independent setting of the test-pulse level on each of the connected half-ECs.
FE temperature monitoring
The MAPMT photocathode is sensitive to temperature and must be operated within acceptable limits (less than 35C). Temperature sensors are foreseen at various locations on the EC and these will be connected via a passive resistor network to the GBT-SCA ADC inputs. A precisely calibrated temperature measurement is not required – a resolution of about 1C is sufficient to monitor the expected temperature variation during operation.
Data transmission link
The PDMDB receives digital data from the ECs, formats them and forwards them for onward transmission to the PCIe40 via the PDMDB-TCM plug-in [TCM]. The data formatting is performed in firmware [FIRMWARE] in the FPGA.
The underlying data transmission is implemented using the Versatile Link hardware whose core element, the GBTX transceiver ASIC, defines the low-level protocol. A higher protocol layer [LHCBDAQ] has been defined by LHCb in common for all subdetectors in which the GBTX ASICs operate as simplex transmitters. Some limited flexibility is allowed within this protocol including the choice between using the GBTX wide frame mode or forward error correction mode. Since the cost of the links is high and the wide frame mode has less overhead, this mode will be used for the RICH detectors. Occasional bit errors in the front-end data part of the data frame are expected to have negligible effect on the data quality.
The GBTX serialiser multiplexes the 112 bit data frames arriving on the e-links into the serial output link with a choice of multiplexing ratio. By choosing the highest ratio, operating at 320Mbit/s, the required number of e-links is minimised. In this way, 7 data e-links are sufficient to implement one transmission link. There are sufficient FPGA IOs in the xc7k70tfbg676 to implement two such data links (allowing also for clocks) and this, together with the fact that the VTTX is a dual-transmitter module, motivates the modularity chosen for the PDMDB and its PDMDB-TCM plug-ins. The reference clock input for the PDMDB-DTM is sourced by the GBTX ASIC on the PDMDB-TCM.
Control link
The PDMDB-TCM is a plug-in that implements a bi-directional control link using Versatile Link components (GBTX, GBTX-SCA and VTRX). It provides a configuration and monitoring interface for the FE electronics and a fast command path to control and synchronise the data acquisition.
The GBTX-SCA ASIC provides the interfaces required for the control and monitoring towards the FE and is connected to the LHCb controls network via the master GBTX ASIC using its dedicated EC port.
The master GBTX ASIC will be programmed in transceiver mode (i.e. bi-directional) with forward error correction. As for the up-links, the downlink will be operated at 320Mbit/s to minimise the number of connections between the PDMTB-TCM and the FPGA.
The reference clock for the master GBTX will be the recovered clock from the downlink and the master GBTX will source the reference clocks for the PDMDB-DTM plug-ins and the FPGAs.
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Powering and resets
The PDMDB and EC components require several different voltages. These voltages will be generated locally to the PDMDB using FEASTMP-CLP DCDC converter modules plugged onto the PDMDB and powered remotely with Wiener Maraton modules. The different voltage levels define the minimum number of distinct powering domains. However, for operational reasons, it is desirable to independently power the PDMDB-TCM allowing it to remain on while the ECs and FPGAs are powered down. Since the 2.5V rail is common between the controls interface and the FE electronics this requires the use of more than one 2.5V DCDC converter. Furthermore, the load on the 1.5V rail is such that two DCDC converters are required to source enough current but it is not permitted to connect the outputs of the two DCDC converters in parallel. This requires that the 1.5V domain is also split into two sub-domains. The design of the PDMDB power domains is therefore based on a compromise between minimising the number of required DCDC converters and satisfying the operational demands. Table 1 summarises the proposed powering scheme with the “mandatory always on” domains highlighted.
	Domain
	Voltage [V]
	Current [A]
	Scope

	TCM-IO
	2.5
	
	GBT-SCA IO, VTRX, (3 VTTX)

	GBT-core/1
	1.5
	
	4 GBTX

	GBT-core/2
	1.5
	
	3 GBTX, SCA core

	EC2V5
	2.5
	
	4 half-EC, 3 FPGA HR bank IO, (3 VTTX)

	FPGA-core
	1.0
	
	3 FPGA

	FPGA-IO
	1.8
	
	3 FPGA HP bank IO


[bookmark: _Ref452727627]Table 1 PDMDB power domains
Space limitations on the PDMDB restrict the number of DCDC modules to a maximum of six. However the option to mount some of the DCDC converters in an alternative location is being explored. The DCDC converter that powers the TCM-IO domain is a good candidate for relocation as the low power requirement would then allow a single DCDC converter to power several modules.
Power sequencing
In order to comply with the recommended power-up sequence for the FPGA, the DCDC power-good and enable signals are used. The FPGA-core domain acts as the master for the FPGA-IO and EC2V5 domains. The power-good output of the DCDC supplying FPGA-core is connected to the enable inputs of the DCDCs supplying FPGA-IO and EC2V5 ensuring that the IO banks are powered after the FPGA core voltage is applied.
When the Maraton raw power to the PDMDB module is applied, TCM-IO, GBT-core/1 and GBT-core/2. power up immediately. FPGA-core and its slaves FPGA-IO and EC2V5 remain off until FPGA-core is enabled through the controls interface.
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