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‘Axion’ inflation

 2

Slow-roll inflation           very flat scalar potential 

Reheating after inflation           coupling to the SM

Inflaton as Pseudo Goldstone Boson (PNGB) with shift-symmetric couplings

�Fµ⌫F̃µ⌫ (@µ�) ̄�
µ�5 (53)

(54)

5

Particle production during inflation 
is irrelevant, because everything is 
diluted exponentially !

Really…?
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Outline
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PNGB couplings to gauge fields and fermions 

Dual production of helical gauge fields  
   and chiral fermions 

Consequences for inflation and leptogenesis
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coupling to gauge fields
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explosive helical gauge boson production 

additional friction modifies dynamics of inflation 

strongly blue-tilted non-gaussian  
scalar and tensor power spectrum

Turner, Widrow ’88, 
Garretson, Field, Caroll ’92

baryogenesis from 
decaying helical 
gauge fields 

inflation on steep  
potentials 

relaxion mechanism

Anber, Sorbo ’09

Hook, Marques-Tavares ’16

Jiminez, Kamada, Schmitz, Xu ‘17

production of PBHs 
and UCMHs 

polarized SGWB 
at LISA and LIGO

Linde, Mooji, Pajer ’13 
Muia, VD, Pieroni ‘17

Cook, Sorbo ’11/’12 
Barnaby, Pajer, Peloso ‘12 , 
Binetruy, VD, Pieroni ‘16
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coupling to fermions
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chiral fermion production 

spontaneous CPT violation
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add. contribution to 
scalar and tensor 
power spectrum 

spontaneous 
baryogenesis

Dolgov, Freese ‘94

Kusenko, Schmitz, Yanagida ’14 
Adshead, Sfakianakis ’15/‘16

Anber, Sabancilar ’16 
Adshead, Pearce, Peloso,  
         Roberts, Sobrbo '18
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QFT anomalies in a nutshell
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anomaly = classical symmetry broken at the quantum level

gauge symmetry 
          inconsistent QFT  

global symmetry 

 pion decay

 baryon and lepton number (B + L)

chiral anomaly, e.g. in the SM
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Figure 2: The diagram leading to Eq. (3.16).

From this, we can obtain the fermion propagator in the presence of �̇ 6= 0. By plugging the propagator

into the self energy, one can estimate the impact of �̇. In the following, we will be interested in the UV

part of the loop integral, and hence one may regard a �̇ as essentially constant. Also, we assume that

the phase space density of the fermion gets suppressed for a sufficiently large momentum. Hence,

the self energy with a large loop momentum may be regarded as the vacuum state for these particles.

After some computation, we arrive at

i⇧µ⌫Ret(P )�
↵a �̇
⇡ fa

✏0µ�⌫(�i P�) ! @⌫

Å
↵�

⇡ fa
F̃ ⌫µ
ã

, (3.16)

which reproduces the equation of motion for Aµ as obtained from Eq. (2.1), see Eq. (3.2) or Eq. (3.1).

Here P denotes the external momentum in the Fourier-transformed propagator. The connection more

evident in the language of Feynman diagrams. The relevant diagram is nothing but the one which

leads to the triangle anomaly as can be seen from Fig. 2. To sum up, the two theories, Eqs. (2.3) and

(2.22), are independent classically, and hence we have to look at the loop contributions to see the

equivalence explicitly from the equations of motion.

3.2 Chiral fermion production from the helical gauge field

Now we are in a position to discuss the fermion production in the presence of the helical gauge field.

The aim of this section is twofold. On the one hand, the production of fermions is expected from the

anomalous current equation given in Eq. (2.15). On the other hand, we expect another production

channel in the presence of a strong electric field, namely the Schwinger effect. We would like to clarify

the relation among them and also reproduce the result inferred by Eq. (2.15) directly from the equation

of motion for the fermions.

The rigorous way to study this fermion production may be to track the real time evolution of all the

correlators, such as gauge bosons and fermions, simultaneously in the presence of the slowly rolling�,

starting for instance from first principles like the closed-time-path formalism [43–45]. This treatment

is however beyond the scope of this paper. Instead, we would like to approximate the situation. This

allows us to investigate the process intuitively and analytically.

In flat spacetime, the approximation we will employ is easy to understand: stop the gauge field

production at a given time t , take one patch within a correlation length of the generated gauge field,

12
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In the presence of a chiral anomaly (SM!), the shift-symmetric 
couplings to gauge fields and fermions are not independent

anomaly 

equation
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Setup
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U(1) gauge symmetry  +  massless Dirac fermion  
+  pseudo Goldstone boson + chiral anomaly:

Sec. 5 we discuss possible impacts of our results on axion inflation and leptogenesis, before concluding

in Sec. 6. Details on our notation and the conventions used can be found in App. A.

2 Setup

2.1 Toy model

For simplicity, we consider the following toy model throughout this paper:

S =
Z
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where� is a real pseudo-scalar field that could be an inflaton (but not necessarily), Âµ is a U(1) gauge

field, and  ̂ is a massless Dirac fermion with charge Q under this U(1) group. We will assume that,

while the vector current is conserved, the axial current is anomalous. The dual field strength is de-

fined by ˆ̃F µ⌫ ⌘ ✏µ⌫⇢� F̂⇢�/2 with ✏0123 = +1. The F̂ ˆ̃F term is suppressed below the scale ↵/ fa where

↵ = g 2/(4⇡) denotes the gauge coupling of the U (1) group. Throughout this paper, we take the FLRW

metric with vanishing curvature, ds 2 = dt 2
�a 2(t )dx2 = a 2(⌘)(d⌘2

�dx2)with a being the scale factor.

This implies the following vierbein, e a
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where we have inserted the FLRW metric in the second equality with H being the Hubble parameter,

H ⌘ ȧ/a . The gamma matrices with a hat fulfill {�̂µ, �̂⌫} = g µ⌫, while those without a hat satisfy that

in the flat spacetime {�a ,�b
} = ⌘a b . They are related through �̂µ = e µa �a = �µ/a . See Ref. [41] for an

introduction to QFT on curved space time as well as App. A for our notations and conventions.

As is well known, massless fermions and gauge fields are conformal. That is, their dynamics does

not depend on the scale factor, a . To use this property explicitly, we redefine the fields as follows:  ⌘

a 3/2 ̂, (Âµ) = (A0,�A) ⌘ (Aµ), and (Âµ) = (A0/a 2,A/a 2) ⌘ (Aµ)/a 2, where the index of the comoving

field A is raised/lowered by ⌘µ⌫, while for the physical field Â this is done by g µ⌫. By means of these

rescaled fields, one may rewrite the action as follows:
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Note here that the index of co-moving objects, such as Fµ⌫ and �µ, is raised/lowered by the flat metric;

F µ⌫ =⌘µ⇢⌘⌫�F⇢� and �µ =⌘µ⌫�⌫. In the rest of this paper, we usually raise/lower the index by ⌘µ⌫. If

we would like to use g µ⌫ instead, we will explicitly write down the metric as done in the kinetic term

of the scalar field.

Let us define the electric and magnetic fields here. The physical electric and magnetic fields, Ê,B̂,
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Let us move on to the fermions. Classically, for massless fermions, we have two independent sym-

metries, U(1)L ⇥U(1)R. However, their axial summation is modified in the presence of an anomaly

while the vector one is kept intact, U(1)L ⇥U(1)R ! U(1)V:  7! e i✓V . KM: Note here that the CS

coupling with the inflaton, �Fµ⌫F̃ µ⌫, never changes the symmetry structure of our setup. Thus one

may derive the ABJ anomaly equation as done in Fujikawa’s method [?, ?]. The equations of motion

for the vector/axial currents are given by

0= @µ J µ , (2.14)
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Here we have clarified the relation of these currents in terms of the original field before the rescaling.

In our notation (See App. A), the vector/axial current is given by the right-handed current plus/minus

the left-handed current: J µ /5 = J µR ± J µL with JH ⌘ �
µ
PH for H = R, L. Throughout this paper, we

write down the charge densities with respect to those quantities as
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Also, one can reorganize Eqs. (2.11) and (2.15) to obtain the following current equation:
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This fact is related to the redundancy of the description of the system. By performing the chiral rota-

tion, we can replace the CS term with a term proportional to�@µ J µ5 :
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In this frame, the shift symmetric charge is q� +q5/2Q 2 which is consistent with Eq. (2.21). While the

two theories [Eqs. (2.1) and (2.22)] are inequivalent classically, the anomalous equation (2.15) makes

6

chiral rotation

Two different frames describing the same physics
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conserved currents & charges
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Dual fermion and gauge field production 
driven by rolling inflaton
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J µ� ⌘ fa g µ⌫@⌫�, (2.12)
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Let us move on to the fermions. Classically, for massless fermions, we have two independent sym-

metries, U(1)L ⇥U(1)R. However, their axial summation is modified in the presence of an anomaly

while the vector one is kept intact, U(1)L ⇥U(1)R ! U(1)V:  7! e i✓V . KM: Note here that the CS

coupling with the inflaton, �Fµ⌫F̃ µ⌫, never changes the symmetry structure of our setup. Thus one

may derive the ABJ anomaly equation as done in Fujikawa’s method [?, ?]. The equations of motion

for the vector/axial currents are given by
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Here we have clarified the relation of these currents in terms of the original field before the rescaling.

In our notation (See App. A), the vector/axial current is given by the right-handed current plus/minus
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PH for H = R, L. Throughout this paper, we
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In this frame, the shift symmetric charge is q� +q5/2Q 2 which is consistent with Eq. (2.21). While the

two theories [Eqs. (2.1) and (2.22)] are inequivalent classically, the anomalous equation (2.15) makes
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vector U(1)

where
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Let us move on to the fermions. Classically, for massless fermions, we have two independent sym-

metries, U(1)L ⇥U(1)R. However, their axial summation is modified in the presence of an anomaly

while the vector one is kept intact, U(1)L ⇥U(1)R ! U(1)V:  7! e i✓V . KM: Note here that the CS

coupling with the inflaton, �Fµ⌫F̃ µ⌫, never changes the symmetry structure of our setup. Thus one

may derive the ABJ anomaly equation as done in Fujikawa’s method [?, ?]. The equations of motion

for the vector/axial currents are given by
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=
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p
�g Ĵ µ5 . (2.19)

Here we have clarified the relation of these currents in terms of the original field before the rescaling.

In our notation (See App. A), the vector/axial current is given by the right-handed current plus/minus

the left-handed current: J µ /5 = J µR ± J µL with JH ⌘ �
µ
PH for H = R, L. Throughout this paper, we

write down the charge densities with respect to those quantities as
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Also, one can reorganize Eqs. (2.11) and (2.15) to obtain the following current equation:
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In this frame, the shift symmetric charge is q� +q5/2Q 2 which is consistent with Eq. (2.21). While the

two theories [Eqs. (2.1) and (2.22)] are inequivalent classically, the anomalous equation (2.15) makes
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two theories [Eqs. (2.1) and (2.22)] are inequivalent classically, the anomalous equation (2.15) makes

6

�Fµ⌫F̃µ⌫ (@µ�) ̄�
µ�5 (53)

(54)

L = �
1

2
@µ�@

µ�� V (�) + i ̄�µ@µ �
�

2fa
@µ ( ̄�

µ�5 )| {z }
J
µ
5

�@µJ
µ

5 ! �̇ J0
5

⇡0 ! ��

0 6= @µJ
µ

5 = �
1

16⇡2
Fµ⌫F̃

µ⌫

�̇ 6= 0

5



Particle production during inflation Valerie Domcke (DESY, Hamburg)

the microphysics - overview

 9

helical gauge field production

(chiral) fermion production

backreaction on gauge field production

one helicity of gauge field acquires tachyonic mass 


parallel E,B fields; constant & homogeneous on scales << H-1

fermion production in constant E,B background


quantum `Schwinger - type’ production  ( ->  anomaly equation)

fermions are accelerated in gauge field background


induced current inhibits gauge field production

Kyohei Mukaida - DESY

‣ Induced current and EoM for gauge field

‣ Suppressed gauge field production

Backreaction from Fermion
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Introduction
Rich Outcomes!
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‣ Primordial magnetogenesis

Horizon

‣ Enhanced scalar perturbation & non-Gaussianity

‣ Chiral gravitational waves

‣ Gravitational Baryo/Leptogenesis

+ Baryogenesis via decaying magnetic helicity @ EWPT

+ Production of Primordial Black Holes (as DM)
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fermion production
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eom:

differentiate with 

auxiliary eom:

assume constant E,B in z-direction:

separable differential equation with discrete energy levels (Landau levels):
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‣ First, turn off E and study the effects of the strong B.
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Figure 3: The Landau levels for left-/right-handed fermions for s = +, i.e., �̇Q > 0, are shown in the left/right figure. The

lowest Landau level is depicted by the blue line while the higher ones are drawn as black lines. One can readily see that

the higher ones are symmetric but the lowest one is asymmetric with respect to the interchange of left- and right-handed

fermions.

Landau levels. First, we study the spectrum of Eq. (3.26) when we turn off the electric field. This

consideration is useful for understanding the relation of two fermion production channels via the

anomalous equation and via the Schwinger-like effect. Eq. (3.26) then becomes

0=
✓
@ 2

@ t 2
+p 2

z +2ng |Q |B

◆
gR/L . (3.28)

Let us focus on the right-handed fermion. Its dispersion relation is obtained from Eq. (3.28):

!R =

8
<
:
±
∆

p 2
z +2ng |Q |B for n = 1, 2, . . . ,

s pz for n = 0 ,
(3.29)

where s = ± for Q� ø 0. One can see that the energy spectrum is discretized, which is known as Lan-

dau levels. Intuitively, this is because the uniform magnetic field restricts the transverse motion of

a charged particle by the Lorentz force. Note here that, for given Q and �, the lowest Landau level

(LLL) with n = 0 has only one frequency while the higher Landau levels (HLLs) with n � 1 have pos-

itive/negative frequencies. To understand the reason, let us move back to the definition of the aux-

iliary field, Eq. (3.21). Evidently, Eq. (3.28) allows two independent solutions gR = N e ⌥i pz t for n = 0

with N being a normalization factor. However, one of them yields R = 0 if we insert the solution into

Eq. (3.21):

 R =
Å
±pz � i

@

@ x
�x +py�y +pz�z � s g |Q�|B x�y

ã
N h0(x�s )e ⌥i pz t�s

=
�
±pz + s pz
�

N h0(x�s )e ⌥i pz t�s , (3.30)

where s = ± for Q� ø 0. Now it is clear that we need !R = ±pz for s = ± to have non-vanishing  R.

More intuitively, since the LLL can be regarded as a fermion moving along with the magnetic field

(z -direction), the right-handed fermion must have a spin, �s , parallel to its motion.
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Figure 3: The Landau levels for left-/right-handed fermions for s = +, i.e., �̇Q > 0, are shown in the left/right figure. The

lowest Landau level is depicted by the blue line while the higher ones are drawn as black lines. One can readily see that

the higher ones are symmetric but the lowest one is asymmetric with respect to the interchange of left- and right-handed

fermions.

Landau levels. First, we study the spectrum of Eq. (3.26) when we turn off the electric field. This

consideration is useful for understanding the relation of two fermion production channels via the

anomalous equation and via the Schwinger-like effect. Eq. (3.26) then becomes

0=
✓
@ 2

@ t 2
+p 2

z +2ng |Q |B

◆
gR/L . (3.28)

Let us focus on the right-handed fermion. Its dispersion relation is obtained from Eq. (3.28):
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where s = ± for Q� ø 0. One can see that the energy spectrum is discretized, which is known as Lan-

dau levels. Intuitively, this is because the uniform magnetic field restricts the transverse motion of

a charged particle by the Lorentz force. Note here that, for given Q and �, the lowest Landau level

(LLL) with n = 0 has only one frequency while the higher Landau levels (HLLs) with n � 1 have pos-

itive/negative frequencies. To understand the reason, let us move back to the definition of the aux-

iliary field, Eq. (3.21). Evidently, Eq. (3.28) allows two independent solutions gR = N e ⌥i pz t for n = 0

with N being a normalization factor. However, one of them yields R = 0 if we insert the solution into

Eq. (3.21):
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where s = ± for Q� ø 0. Now it is clear that we need !R = ±pz for s = ± to have non-vanishing  R.

More intuitively, since the LLL can be regarded as a fermion moving along with the magnetic field

(z -direction), the right-handed fermion must have a spin, �s , parallel to its motion.
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lowest Landau level is depicted by the blue line while the higher ones are drawn as black lines. One can readily see that

the higher ones are symmetric but the lowest one is asymmetric with respect to the interchange of left- and right-handed

fermions.

Landau levels. First, we study the spectrum of Eq. (3.26) when we turn off the electric field. This

consideration is useful for understanding the relation of two fermion production channels via the

anomalous equation and via the Schwinger-like effect. Eq. (3.26) then becomes
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Let us focus on the right-handed fermion. Its dispersion relation is obtained from Eq. (3.28):

!R =
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<
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±
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z +2ng |Q |B for n = 1, 2, . . . ,

s pz for n = 0 ,
(3.29)

where s = ± for Q� ø 0. One can see that the energy spectrum is discretized, which is known as Lan-

dau levels. Intuitively, this is because the uniform magnetic field restricts the transverse motion of

a charged particle by the Lorentz force. Note here that, for given Q and �, the lowest Landau level

(LLL) with n = 0 has only one frequency while the higher Landau levels (HLLs) with n � 1 have pos-

itive/negative frequencies. To understand the reason, let us move back to the definition of the aux-

iliary field, Eq. (3.21). Evidently, Eq. (3.28) allows two independent solutions gR = N e ⌥i pz t for n = 0

with N being a normalization factor. However, one of them yields R = 0 if we insert the solution into

Eq. (3.21):
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where s = ± for Q� ø 0. Now it is clear that we need !R = ±pz for s = ± to have non-vanishing  R.

More intuitively, since the LLL can be regarded as a fermion moving along with the magnetic field

(z -direction), the right-handed fermion must have a spin, �s , parallel to its motion.
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where : O : represents the normal ordering of O . It is straightforward to show that the result with�=�
has the opposite sign.

One can perform a similar computation for the left-handed fermions. Recall that qH (H = R, L)

counts the number of particles minus that of anti-particles: B †B�D †D . For the left-handed fermions,

a non-vanishing contribution comes from the anti-particles, i.e.,
⌦
D †D
↵
. As a result, we get the oppo-

site sign for the left-handed fermions:

qL

��
n=0 = ⌧⇥
✓
�
↵Q 2

⇡
E B

◆
. (3.36)

for �=+. Again, the overall sign is flipped for �=�.

Collecting the obtained results so far, we finally arrive at

q̇5 = q̇R

��
n=0� q̇L

��
n=0 =

2↵Q 2

⇡
E (�B ) (3.37)

=�
↵Q 2

2⇡
Fµ⌫F̃ µ⌫ , (3.38)

where � = ± for �̇ ø 0. Following the procedure of Ref. [32], we have here reproduced the anomaly

equation (2.15). Also, we directly obtain q̇5 ø 0 for �̇ ø 0 which is indicated from the current equations:

Eqs. (2.11), (2.15), and (2.21). As we will see in the section, the particle production from the HLLs

does not contribute to the chiral charge q5 because the right- and left- handed fermions have the

same spectrum. This is expected because the anomalous current equation does not receive radiative

corrections [46].

Higher Landau levels and Schwinger effect. Here we discuss the fermion production in the HLLs.

Contrary to the LLL, HLLs are gapped and hence we cannot create particles in a smooth way. Never-

theless, the quantum tunneling allows a pair creation of particle and anti-particle, as in the Schwinger

effect. Before discussing the particle production in the HLLs, we briefly summarize the basics of the

Schwinger effect by turning off the magnetic field. Equipped with some intuition, we move on to the

particle production in the HLLs. In the following, we for simplicity take Q > 0, �=+ unless otherwise

stated.

Suppose that we turn on a uniform electric field during 0 < t < ⌧ pointing along the z -axis as in

Eq. (3.33). For a fixed transverse momentum p?, with p 2
?
= p 2

x+p 2
y , the dispersion relation as a function

of pz is given by!=±
q

p 2
?
+p 2

z , i.e. it is gapped by the effective transverse mass given by
��p?
��. In the

presence of the electric field, the quantum mechanical pair production of particles and anti-particles

is favored while there is no classical path for this process due to this transverse mass. As a result, the

pair-production rate is exponentially suppressed by e �⇡p 2
?
/g Q E . By taking this tunneling suppression

into account, one gets the well-known result [33, 34, 47]:

ṅR '
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⌧

Z
d3p
(2⇡)3

✓ (�pz )✓ (pz + g Q E⌧)e �
⇡p 2
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g Q E =
g Q E

2⇡

Z
d2p?
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g Q E (3.39)

=
g 2Q 2E 2

8⇡2
= ˙̄nR = ṅL = ˙̄nL , (3.40)
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Schwinger effect by turning off the magnetic field. Equipped with some intuition, we move on to the

particle production in the HLLs. In the following, we for simplicity take Q > 0, �=+ unless otherwise

stated.
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= ˙̄n (n )R = ṅ (n )L = ˙̄n (n )L . (3.53)

In the second equality, we have used Eq. (3.51). Since hB †B i and hD †D i are determined by the same

coefficient |� |2, the production rates for particles and anti-particles are exactly the same. This is ex-

pected because the process is a pair-production. One can explicitly check that the result does not

depend on the sign of Q , �, or the chirality. This is because the dispersion relation of HLLs is insensi-

tive to these. Summing over the Landau levels n � 1, we eventually get

ṅH =
1X

n=1

ṅ (n )H =
g 2Q 2

4⇡2
E B

1
e 2⇡B/E �1

= ˙̄nH , (3.54)

for H = R, L. It is obvious that one may recover the result of the Schwinger effect given in Eq. (3.40) in

the limit of 2⇡B ⌧ E :

ṅH = ˙̄nH !
g 2Q 2

8⇡3
E 2 . (3.55)

Throughout this section we have assumed that the fermion production is fast compared to the

expansion of the Universe. We now have all the ingredients to confirm this a posteriori. Let us focus in

the following on the regime⇠¶ 3, in which the simple analytical formulas for the electric and magnetic

field, Eqs. (3.17) and (3.18) apply. In this case the fermion production rates (see Eq. (3.37) and (3.55))

read

ṅ LLL
 = 2⇥

g 2Q 2

4⇡2
E B , (3.56)

ṅ HLL
 = 4⇥

g 2Q 2

8⇡3

✓
E 2
�⇡E B +

⇡2

3
B 2+ · · ·
◆

. (3.57)

Choosing as reference values Q = 1 and the SM GUT-scale gauge coupling g = 1/
p

2, we find both rates

to be much larger than H 4, justifying the flat spacetime approximation of this section.

Moreover, throughout this section we have neglected the possibility of Pauli blocking in the final

HLL fermion states. To estimate the importance of this effect, consider the characteristic time scale

for the production of one fermion within a volume �3
c , where �c denotes the Compton wavelength of

the fermion:

tprod = ṅ�1
 �
�3
c . (3.58)
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Figure 3: The Landau levels for left-/right-handed fermions for s = +, i.e., �̇Q > 0, are shown in the left/right figure. The

lowest Landau level is depicted by the blue line while the higher ones are drawn as black lines. One can readily see that

the higher ones are symmetric but the lowest one is asymmetric with respect to the interchange of left- and right-handed

fermions.

Landau levels. First, we study the spectrum of Eq. (3.26) when we turn off the electric field. This

consideration is useful for understanding the relation of two fermion production channels via the

anomalous equation and via the Schwinger-like effect. Eq. (3.26) then becomes
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Let us focus on the right-handed fermion. Its dispersion relation is obtained from Eq. (3.28):
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p 2
z +2ng |Q |B for n = 1, 2, . . . ,

s pz for n = 0 ,
(3.29)

where s = ± for Q� ø 0. One can see that the energy spectrum is discretized, which is known as Lan-

dau levels. Intuitively, this is because the uniform magnetic field restricts the transverse motion of

a charged particle by the Lorentz force. Note here that, for given Q and �, the lowest Landau level

(LLL) with n = 0 has only one frequency while the higher Landau levels (HLLs) with n � 1 have pos-

itive/negative frequencies. To understand the reason, let us move back to the definition of the aux-

iliary field, Eq. (3.21). Evidently, Eq. (3.28) allows two independent solutions gR = N e ⌥i pz t for n = 0

with N being a normalization factor. However, one of them yields R = 0 if we insert the solution into

Eq. (3.21):

 R =
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@

@ x
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ã
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=
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N h0(x�s )e ⌥i pz t�s , (3.30)

where s = ± for Q� ø 0. Now it is clear that we need !R = ±pz for s = ± to have non-vanishing  R.

More intuitively, since the LLL can be regarded as a fermion moving along with the magnetic field

(z -direction), the right-handed fermion must have a spin, �s , parallel to its motion.
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Figure 3: The Landau levels for left-/right-handed fermions for s = +, i.e., �̇Q > 0, are shown in the left/right figure. The

lowest Landau level is depicted by the blue line while the higher ones are drawn as black lines. One can readily see that

the higher ones are symmetric but the lowest one is asymmetric with respect to the interchange of left- and right-handed

fermions.

Landau levels. First, we study the spectrum of Eq. (3.26) when we turn off the electric field. This

consideration is useful for understanding the relation of two fermion production channels via the

anomalous equation and via the Schwinger-like effect. Eq. (3.26) then becomes

0=
✓
@ 2

@ t 2
+p 2

z +2ng |Q |B

◆
gR/L . (3.28)

Let us focus on the right-handed fermion. Its dispersion relation is obtained from Eq. (3.28):

!R =

8
<
:
±
∆

p 2
z +2ng |Q |B for n = 1, 2, . . . ,

s pz for n = 0 ,
(3.29)

where s = ± for Q� ø 0. One can see that the energy spectrum is discretized, which is known as Lan-

dau levels. Intuitively, this is because the uniform magnetic field restricts the transverse motion of

a charged particle by the Lorentz force. Note here that, for given Q and �, the lowest Landau level

(LLL) with n = 0 has only one frequency while the higher Landau levels (HLLs) with n � 1 have pos-

itive/negative frequencies. To understand the reason, let us move back to the definition of the aux-

iliary field, Eq. (3.21). Evidently, Eq. (3.28) allows two independent solutions gR = N e ⌥i pz t for n = 0

with N being a normalization factor. However, one of them yields R = 0 if we insert the solution into

Eq. (3.21):

 R =
Å
±pz � i

@

@ x
�x +py�y +pz�z � s g |Q�|B x�y

ã
N h0(x�s )e ⌥i pz t�s

=
�
±pz + s pz
�

N h0(x�s )e ⌥i pz t�s , (3.30)

where s = ± for Q� ø 0. Now it is clear that we need !R = ±pz for s = ± to have non-vanishing  R.

More intuitively, since the LLL can be regarded as a fermion moving along with the magnetic field

(z -direction), the right-handed fermion must have a spin, �s , parallel to its motion.
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Figure 3: The Landau levels for left-/right-handed fermions for s = +, i.e., �̇Q > 0, are shown in the left/right figure. The

lowest Landau level is depicted by the blue line while the higher ones are drawn as black lines. One can readily see that

the higher ones are symmetric but the lowest one is asymmetric with respect to the interchange of left- and right-handed

fermions.

Landau levels. First, we study the spectrum of Eq. (3.26) when we turn off the electric field. This

consideration is useful for understanding the relation of two fermion production channels via the

anomalous equation and via the Schwinger-like effect. Eq. (3.26) then becomes
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Let us focus on the right-handed fermion. Its dispersion relation is obtained from Eq. (3.28):

!R =
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z +2ng |Q |B for n = 1, 2, . . . ,

s pz for n = 0 ,
(3.29)

where s = ± for Q� ø 0. One can see that the energy spectrum is discretized, which is known as Lan-

dau levels. Intuitively, this is because the uniform magnetic field restricts the transverse motion of

a charged particle by the Lorentz force. Note here that, for given Q and �, the lowest Landau level

(LLL) with n = 0 has only one frequency while the higher Landau levels (HLLs) with n � 1 have pos-

itive/negative frequencies. To understand the reason, let us move back to the definition of the aux-

iliary field, Eq. (3.21). Evidently, Eq. (3.28) allows two independent solutions gR = N e ⌥i pz t for n = 0

with N being a normalization factor. However, one of them yields R = 0 if we insert the solution into

Eq. (3.21):

 R =
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=
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where s = ± for Q� ø 0. Now it is clear that we need !R = ±pz for s = ± to have non-vanishing  R.

More intuitively, since the LLL can be regarded as a fermion moving along with the magnetic field

(z -direction), the right-handed fermion must have a spin, �s , parallel to its motion.
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level:

ṅ (n )R =
1

⌧vol (R3)

Z
dx dpy dpz

¨
B (R)†

n ,py ,pz
B (R)

n ,�py ,�pz

∂ï!+⇧z

2!
h 2

n (x�) +
!�⇧z

2!
h 2

n�1(x�)
ò

=
1
⌧

g Q B
2⇡

Z
dpz

2⇡
✓ (�pz )✓ (pz + g Q E⌧)e �

2⇡n B
E

=
g 2Q 2

4⇡2
E B e �

2⇡n B
E (3.52)

= ˙̄n (n )R = ṅ (n )L = ˙̄n (n )L . (3.53)

In the second equality, we have used Eq. (3.51). Since hB †B i and hD †D i are determined by the same

coefficient |� |2, the production rates for particles and anti-particles are exactly the same. This is ex-

pected because the process is a pair-production. One can explicitly check that the result does not

depend on the sign of Q , �, or the chirality. This is because the dispersion relation of HLLs is insensi-

tive to these. Summing over the Landau levels n � 1, we eventually get

ṅH =
1X

n=1

ṅ (n )H =
g 2Q 2

4⇡2
E B

1
e 2⇡B/E �1

= ˙̄nH , (3.54)

for H = R, L. It is obvious that one may recover the result of the Schwinger effect given in Eq. (3.40) in

the limit of 2⇡B ⌧ E :

ṅH = ˙̄nH !
g 2Q 2

8⇡3
E 2 . (3.55)

Throughout this section we have assumed that the fermion production is fast compared to the

expansion of the Universe. We now have all the ingredients to confirm this a posteriori. Let us focus in

the following on the regime⇠¶ 3, in which the simple analytical formulas for the electric and magnetic

field, Eqs. (3.17) and (3.18) apply. In this case the fermion production rates (see Eq. (3.37) and (3.55))

read

ṅ LLL
 = 2⇥

g 2Q 2

4⇡2
E B , (3.56)

ṅ HLL
 = 4⇥

g 2Q 2

8⇡3

✓
E 2
�⇡E B +

⇡2

3
B 2+ · · ·
◆

. (3.57)

Choosing as reference values Q = 1 and the SM GUT-scale gauge coupling g = 1/
p

2, we find both rates

to be much larger than H 4, justifying the flat spacetime approximation of this section.

Moreover, throughout this section we have neglected the possibility of Pauli blocking in the final

HLL fermion states. To estimate the importance of this effect, consider the characteristic time scale

for the production of one fermion within a volume �3
c , where �c denotes the Compton wavelength of

the fermion:

tprod = ṅ�1
 �
�3
c . (3.58)
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Figure 3: The Landau levels for left-/right-handed fermions for s = +, i.e., �̇Q > 0, are shown in the left/right figure. The

lowest Landau level is depicted by the blue line while the higher ones are drawn as black lines. One can readily see that

the higher ones are symmetric but the lowest one is asymmetric with respect to the interchange of left- and right-handed

fermions.

Landau levels. First, we study the spectrum of Eq. (3.26) when we turn off the electric field. This

consideration is useful for understanding the relation of two fermion production channels via the

anomalous equation and via the Schwinger-like effect. Eq. (3.26) then becomes
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+p 2

z +2ng |Q |B

◆
gR/L . (3.28)

Let us focus on the right-handed fermion. Its dispersion relation is obtained from Eq. (3.28):

!R =

8
<
:
±
∆

p 2
z +2ng |Q |B for n = 1, 2, . . . ,

s pz for n = 0 ,
(3.29)

where s = ± for Q� ø 0. One can see that the energy spectrum is discretized, which is known as Lan-

dau levels. Intuitively, this is because the uniform magnetic field restricts the transverse motion of

a charged particle by the Lorentz force. Note here that, for given Q and �, the lowest Landau level

(LLL) with n = 0 has only one frequency while the higher Landau levels (HLLs) with n � 1 have pos-

itive/negative frequencies. To understand the reason, let us move back to the definition of the aux-

iliary field, Eq. (3.21). Evidently, Eq. (3.28) allows two independent solutions gR = N e ⌥i pz t for n = 0

with N being a normalization factor. However, one of them yields R = 0 if we insert the solution into

Eq. (3.21):

 R =
Å
±pz � i

@

@ x
�x +py�y +pz�z � s g |Q�|B x�y

ã
N h0(x�s )e ⌥i pz t�s

=
�
±pz + s pz
�

N h0(x�s )e ⌥i pz t�s , (3.30)

where s = ± for Q� ø 0. Now it is clear that we need !R = ±pz for s = ± to have non-vanishing  R.

More intuitively, since the LLL can be regarded as a fermion moving along with the magnetic field

(z -direction), the right-handed fermion must have a spin, �s , parallel to its motion.
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E (3.52)

= ˙̄n (n )R = ṅ (n )L = ˙̄n (n )L . (3.53)

In the second equality, we have used Eq. (3.51). Since hB †B i and hD †D i are determined by the same

coefficient |� |2, the production rates for particles and anti-particles are exactly the same. This is ex-

pected because the process is a pair-production. One can explicitly check that the result does not

depend on the sign of Q , �, or the chirality. This is because the dispersion relation of HLLs is insensi-

tive to these. Summing over the Landau levels n � 1, we eventually get

ṅH =
1X

n=1

ṅ (n )H =
g 2Q 2

4⇡2
E B

1
e 2⇡B/E �1

= ˙̄nH , (3.54)

for H = R, L. It is obvious that one may recover the result of the Schwinger effect given in Eq. (3.40) in

the limit of 2⇡B ⌧ E :

ṅH = ˙̄nH !
g 2Q 2

8⇡3
E 2 . (3.55)

Throughout this section we have assumed that the fermion production is fast compared to the

expansion of the Universe. We now have all the ingredients to confirm this a posteriori. Let us focus in

the following on the regime⇠¶ 3, in which the simple analytical formulas for the electric and magnetic

field, Eqs. (3.17) and (3.18) apply. In this case the fermion production rates (see Eq. (3.37) and (3.55))

read

ṅ LLL
 = 2⇥

g 2Q 2

4⇡2
E B , (3.56)

ṅ HLL
 = 4⇥

g 2Q 2

8⇡3

✓
E 2
�⇡E B +

⇡2

3
B 2+ · · ·
◆

. (3.57)

Choosing as reference values Q = 1 and the SM GUT-scale gauge coupling g = 1/
p

2, we find both rates

to be much larger than H 4, justifying the flat spacetime approximation of this section.

Moreover, throughout this section we have neglected the possibility of Pauli blocking in the final

HLL fermion states. To estimate the importance of this effect, consider the characteristic time scale

for the production of one fermion within a volume �3
c , where �c denotes the Compton wavelength of

the fermion:

tprod = ṅ�1
 �
�3
c . (3.58)
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Now, we turn on the coupling with  . We have an energy transfer from the gauge field to the

fermion:

⇢̇A =�4H⇢A +2⇠H Ê · B̂� Ê · g Q
⌦
J 
↵

. (4.6)

The last term represents the energy reduction by the fermion production. At the same time, the gauge

field is reproduced immediately from the scalar field. If the fermion production significantly drains the

energy of the gauge field configuration, the background electric and magnetic fields decrease, which

then leads to the reduction of the fermion production. Owing to this negative feedback, we expect

that there exists a non-trivial attractor of constant gauge field even in the presence of , where these

processes have reached a dynamical equilibrium. The condition to have such a constant gauge field

is given by

0= ⇢̇A (4.7)

=�4H⇢A +2⇠H Ê · B̂� Ê · g Q
⌦
J 
↵

. (4.8)

To sum up, Eqs. (4.2) and (4.8) must be satisfied in order to have approximately constant helical

gauge fields over horizon-scales. The remaining question is how the induced current
⌦
J 
↵

behaves as

a function of Ê and B̂.

4.2 Induced current and backreaction

It is instructive to first consider the induced current in general before discussing our particular setup.

Suppose that we have charged particles whose phase-space distribution is f (p ) and impose an elec-

tric field Ê. The induced current in such a system is estimated by

g Q
⌦
J 
↵
'Ndof g Q

Z
d3p
(2⇡)3

⇧

!
f (p ),

=Ndof
�
g Q
�2
Ê⌧

Z
d3p
(2⇡)3

f (p )
!

, (4.9)

where ⇧=p+g QÊ⌧,!=
∆
p2+ g 2Q 2Ê2⌧2, and Ndof counts the degrees of freedom for . Note that

⌧ represents a typical time scale of acceleration until it is disrupted by large angle scatterings. In the

second line, we have assumed that the phase-space distribution is isotropic: f (p ).
Let us estimate the behavior of the induced current. Suppose that the phase-space distribution is

dominated by a typical momentum of p̄ . If the typical momentum, p̄ , is larger than the one acquired

by the acceleration, g QÊ⌧, the induced current is proportional to the scattering time scale, ⌧. On the

other hand, if it is not, the induced current is independent of ⌧. Hence, one may estimate the induced

current as

g Q
⌦
J 
↵
⇠

8
><
>:

g 2Q 2Ê⌧

p̄
n for g |Q | Ê⌧⌧ p̄ ,

g |Q |n eÊ for g |Q | Ê⌧� p̄ ,

(4.10)
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Figure 5: Consistency conditions on the magnitude of the Ê and B̂ fields for⇠= 3.5 (left panel) and⇠= 22 (right panel). The

solid blue line indicates the consistency condition to have the stationary solution (4.8). The red circle denotes the analytical

solution without backreaction, in the right panel this solution is far outside the plotted range. The blue circle indicates the

estimate obtained by taking ⇠eff to be constant. The dotted (dashed) red contour indicate the upper bound from energy

conservation in slow-roll inflation (Eq. (4.2)) for r = 0.1 (r = 0.05), relevant only for large ⇠. Here we have set Q = 1 and

g = 1/
p

2.

suming constant physical electric/magnetic fields, we can perform the time integral, which reads

1
a 3

g Q
¨

J z
 

∂
'

�
g |Q |
�3

6⇡2
coth

✓
⇡B̂

Ê

◆
Ê B̂

1
H

(4.14)

!

�
g |Q |
�3

6⇡3

Ê 2

H
for Ê � B̂ . (4.15)

In the second line, we check that the result is consistent with the one known in the literature [37, 38]
for B ! 0.

Upper bounds on gauge fields. Now we are in a position to discuss how the backreaction modifies

the helical gauge field production by using the explicit expression for the induced current [Eq. (4.14)].
The condition for the non-trivial attractor [Eq. (4.8)] defines a curve in the (Ê , B̂ ) plane,

0=�2H
�
Ê 2+ B̂ 2
�
+2⇠effH Ê B̂ , (4.16)

where

⇠eff = ⇠�

�
g |Q |
�3

12⇡2
coth

✓
⇡B̂

Ê

◆
Ê

H 2
. (4.17)

One may roughly estimate the maximum values of electric/magnetic fields on this curve:

B̂max ⇠
3⇡2

�
g |Q |
�3⇠

2H 2 , Êmax ⇠
12⇡2

�
g |Q |
�3⇠H 2 . (4.18)
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suming constant physical electric/magnetic fields, we can perform the time integral, which reads
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In the second line, we check that the result is consistent with the one known in the literature [37, 38]
for B ! 0.

Upper bounds on gauge fields. Now we are in a position to discuss how the backreaction modifies

the helical gauge field production by using the explicit expression for the induced current [Eq. (4.14)].
The condition for the non-trivial attractor [Eq. (4.8)] defines a curve in the (Ê , B̂ ) plane,

0=�2H
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+2⇠effH Ê B̂ , (4.16)
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One may roughly estimate the maximum values of electric/magnetic fields on this curve:
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12⇡2

�
g |Q |
�3⇠H 2 . (4.18)

26

constraints from

inflation with

r = 0.1

r = 0.05

upper bound

Q = 0



Particle production during inflation Valerie Domcke (DESY, Hamburg)

upper bounds on gauge fields

 14

B
�2

/ H
4

E
�
B
�
/ H

4

E
�2

/ H
4

5 10 20 50

104

105

106

107

108

109

�

u
p

p
e

r
b

o
u

n
d

s
o

n
g

a
u

g
e

fie
ld

s

Figure 6: Magnitude of the gauge fields including backreaction. Left panel: Maximally allowed values for Ê , B̂ and Ê B̂

requiring the condition to have a stationary solution (Eq. (4.16) and energy conservation in slow-roll inflation (Eq. (4.2)) for

r = 0.1. In the following we will focus left branch in Fig. 5, indicated by the solid lines. Right panel: Estimate of Ê , B̂ and

Ê B̂ assuming an attractor solution with constant ⇠eff, see Eq. (4.17). Here we have set Q = 1 and g = 1/
p

2.

The curve is depicted as a blue solid line in Fig. 5. For comparison, we also show the analytic solution

without the backreaction as the red circle, and the condition for a non-trivial attractor without the

backreaction as the gray dashed line.

As suggested by the introduction of ⇠eff, the equation of motion for the gauge field is obtained by

simply replacing ⇠ with ⇠eff. In a crude estimation, we can estimate Ê and B̂ as follows. Taking ⇠eff

to be a time-independent constant [in line with the assumption of the existence of an attractor with

constant Ê and B̂ , see Eq. (4.8)], one may estimate the solution of Ê and B̂ by just replacing ⇠ 7! ⇠eff

in Eqs. (3.17) and (3.18). Then, using this Ê and B̂ , one may compute ⇠eff according to Eq. (4.17).

Finally, requiring this ⇠eff to be the same as the input ⇠eff (which in turn depends on Ê and B̂ ), we

can find a self-consistent solution. We indicate this estimation with a blue circle in Fig. 5. Finally, the

energy conservation condition (4.2) adds an upper bound on the electric/magnetic fields, shown as

red curves in Fig. 5.

In summary, we obtain upper limits on the electric/magnetic fields without solving the equation

of motion explicitly, cf. left panel of Fig. 6. Taking Q = 1 and g = 1/
p

2, we numerically determine the

maximal values of E and B (independently) allowed by Eq. (4.16). For ⇠Æ 4, we recover Eqs. (3.17) to

(3.19), implying an exponential growth of the gauge fields as a function of⇠. For⇠¶ 4, the backreaction

becomes important, limiting the growth of the gauge fields. For 4Æ ⇠Æ 20, we find that the maximally

allowed B -field is well described by Eq. (4.18), whereas the maximally allowed E -field is slightly over-

estimated by this expression. For⇠¶ 20, Eq. (4.2) becomes relevant, splitting the non-zero solutions of

Eq. (4.16) into two disconnected branches. Both the analytical solution in the absence of backreaction

as well as our estimate of Ê and B̂ for constant ⇠eff hint towards values of gauge fields on the leftmost

of these two branches, i.e., preferring larger values of Ê and smaller values of B̂ . In the following we

will thus for definiteness focus on this branch. We have however checked explicitly that the results of

this section, in particular the conclusions about thermalization below, do not depend on this choice.
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If they survive until EW phase transition, helical magnetic 
fields may source  baryon asymmetry of the universe 

Presence of chiral charge induces plasma instability           erasure of helicity 

Toy model presented here          total erasure of helicity & chiral charge 

More realistic SM setup              Sphalerons & Yukawas erase chiral charge 
                                                       incomplete cancellation of chiral charge and helicity 
                                                       viable baryogenesis ?

Giovannini, Shaposhnikov ’98, 
Boyarsky, Ruchayskiy, Shaposhnikov ’12, 
Kamada, Long ’16, 
Jiminez, Kamada, Schmitz, Xu ’17, 
Kamada ’18, …..
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PNGB couplings to gauge fields and/or fermions during inflation 
can have significant phenomenological implications 

Chiral anomaly triggers fermion production which dampens the 
helical gauge field production 

Impacts predictions of inflation and leptogenesis  
from helical gauge fields

Thank you !

Outlook: 

Tensor spectrum -> GW interferometers sensitive at small scales 

Relaxation of the EW scale 

Toy model -> realistic model ( -> leptogenesis ?) 
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Figure 5: Power spectrum of scalar perturbations for all the models with the same parameters and color code of

Fig. 4. The upper horizontal line estimates the PBH bound, the lower one indicates the COBE normalization.
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Figure 6: Gravitational wave spectrum for all the models with the same parameters and color code of Fig. 4.

We are also showing the sensitivity curves for (from left to right): milli-second pulsar timing, eLISA, advanced

LIGO. Current bounds are denoted by solid lines, expected sensitivities of upcoming experiments by dashed

lines. See main text for details.
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Figure 4: Evolution of the parameter ⇠ governing the strength of the gauge interactions for models with

di↵erent values of p as defined in Eq. (20). The parameters for the Starobinsky model are as in Fig. 3, the

parameters for the other models are listed in App. A.

are in tension with the estimated PBH bound of [11] when we restrict to the case N = 1. As

this discrepancy is however only by a O(1) factor, it can both be addressed by taking into

account the theoretical uncertainties in the PBH bound (see also Sec. 5) or by considering

models with N > 1. As evident from the figure, the scalar spectrum for the Hilltop models

i.e. p = 3, 4 presents a much steeper decrease in the first part of the evolution with respect

the other models, as predicted by Eq. (25), ✏V ' N
�p.

name full name number of arms armlength [Gm] lifetime [yr]

C1 L6A5M5N2 3 5 5

C2 L6A1M5N2 3 1 5

C3 L4A2M5N2 2 2 5

C4 L4A1M2N1 2 1 2

Table 1: Configurations of the planned space-based GW mission eLISA considered in this paper.

The GW spectrum for all the models considered in this paper is shown in Fig. 6. In agreement

with the discussion of Sec. 3.2, all of these models are reproducing the schematic behavior

shown in Fig. 2. In particular we can always appreciate two abrupt changes in the slope of

the curves for two di↵erent values of the frequency. Further we depict in Fig. 6 the sensitivity

curves of a selection of current (solid lines) and upcoming (dashed lines) direct GW detectors.

Representing the millisecond pulsar timing arrays covering frequencies around 10�10 Hz, we

16

strong enhancement on small scales

CMB

Binetruy, VD, Pieroni ’16
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2MP
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a simple parametrization 
 of the scalar potential:
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W.l.o.g., let us assume that � > 0, V 0(�) > 0, �̇ < 0. The strong gauge field production

modifies the slow-roll equation of motion and the Friedmann equation through4
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Typically the e↵ect in the Friedmann equation is small. However, in the slow-roll equation

for the inflaton, this introduces an additional friction term which can slow down inflation

significantly as ⇠ ⇠ |�̇|/H increases towards the end of inflation. Inflation then extends for
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are in tension with the estimated PBH bound of [11] when we restrict to the case N = 1. As

this discrepancy is however only by a O(1) factor, it can both be addressed by taking into

account the theoretical uncertainties in the PBH bound (see also Sec. 5) or by considering

models with N > 1. As evident from the figure, the scalar spectrum for the Hilltop models

i.e. p = 3, 4 presents a much steeper decrease in the first part of the evolution with respect

the other models, as predicted by Eq. (25), ✏V ' N
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C1 L6A5M5N2 3 5 5

C2 L6A1M5N2 3 1 5

C3 L4A2M5N2 2 2 5

C4 L4A1M2N1 2 1 2

Table 1: Configurations of the planned space-based GW mission eLISA considered in this paper.

The GW spectrum for all the models considered in this paper is shown in Fig. 6. In agreement

with the discussion of Sec. 3.2, all of these models are reproducing the schematic behavior

shown in Fig. 2. In particular we can always appreciate two abrupt changes in the slope of

the curves for two di↵erent values of the frequency. Further we depict in Fig. 6 the sensitivity

curves of a selection of current (solid lines) and upcoming (dashed lines) direct GW detectors.

Representing the millisecond pulsar timing arrays covering frequencies around 10�10 Hz, we
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N = N⇤. As in our numerical simulations we have used the complete evolution, we provide

these constraints in the most general form. However, for the estimates of Sec. 4.2, we use

their approximated expression in terms of N⇤.

• COBE Normalization: It sets the value of the scalar power spectrum at the CMB

scales. This condition can be used to fix a constraint on the inflationary potential. In

particular we have [15]:

�2

s

��
N=NCMB

= (2.21± 0.07) · 10�9
. (48)

• Planck measurements: These further constrain the spectral index ns, the running of

the spectral index ↵s and the tensor-to-scalar ratio r, defined as

ns � 1 =
d ln�2

s

d ln k
, ↵s =

dns

d ln k
, r =

�2
t

�2
s

. (49)

The constraints on these parameters from the Planck mission [15] read (at 68% CL for

ns and ↵s, 95% CL for r):

ns = 0.9645± 0.0049 , ↵s = �0.0057± 0.0071 , r < 0.10 . (50)

In slow-roll approximation and for a negligible gauge field contribution at the CMB

scales, the quantities above are given by:
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✏V (�)
, ns ' 1 + 2⌘V � 6✏V , r ' 16✏V , (51)

where ✏V is defined in Eq. (21) and ⌘V is defined as ⌘V = V,��/V . It is useful to express

⌘V as:
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+ 2✏V , (52)

yielding [12]:

ns = 1�
p

N
� 6✏ . (53)

For p > 1, the term proportional to ✏ is negligible, indicating that ns ⇠ 0.96 suggests

p < 2.4 for N* < 60.

• Small non gaussianities: As discussed in [7–11], to respect the constraints on small

primordial non gaussianities we need ⇠CMB ⌘ ⇠|
N=NCMB

. 2.5. This implies:

⇠CMB =
↵

2⇤

�����
�̇
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�����
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. 2.5. (54)

More details on the derivation of this constraint are given in Sec. 5.
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Figure 5.5: Scalar power spectrum. Our semi-analytical estimate (5.16) in the non-abelian regime is shown as a dotted
orange line. For reference, we show the standard contribution of the vacuum fluctuations which also well describe the
results of the linearized analysis (solid gray) and the (non-linear) contribution in the abelian regime (dashed blue). Same
parameters as in Fig. 5.2.

in the non-abelian regime (dotted orange). The ‘strong backreaction regime’, where the simplified
expression in the second line of Eq. (5.16) applies is reached only around N ƒ 10. For reference, we
show also corresponding estimate in the abelian regime (dashed blue) [12],
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as well as the standard vacuum contribution (solid gray line, obtained by setting the last parenthesis in
Eq. (5.8) to 1), which agrees well with the results obtained from the linearized analysis. The horizontal
gray line indicates the observed value at the CMB scales.

5.2.2 Gravitational wave spectrum

Next we turn to the tensor power spectrum. For the purpose of direct gravitational wave searches
(Pulsar timing arrays (PTAs) and interferometers), it is customary to express the stochastic grav-
itational wave background (SGWB) as the energy in gravitational waves per logarithmic frequency
interval normalized to the critical energy density flc [49–51],

�GW(k) = 1
flc

ˆflGW (k)
ˆ ln k

= (�+

t
)2 + (�≠

t
)2

24 �r

gk
ú

g0
ú

A
g0

ú,s

gk
ú,s

B
4/3

, (5.19)

for modes entering during the radiation dominated epoch of the universe, where gk,0

ú (gk,0

ú,s ) denotes
the e�ective number of degrees of freedom contributing to the energy (entropy) of the thermal bath
at the point in time when the mode k entered the horizon and today, respectively. �r = 8.5 ◊ 10≠5

denotes the fraction of radiation energy today. Neglecting the change in the number of degrees of
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Figure 5.6: Stochastic gravitational wave background. Our semi-analytical estimate (5.23) in the non-abelian regime is
shown as dotted orange line. For reference, we show the standard contribution of the vacuum fluctuations (solid gray)and
the (non-linear) contribution in the abelian regime (dashed blue). The results of the linearized analysis are shown as
green dots. Same parameters as in Fig. 5.2.

freedom, this leads to
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where we have made use of the observation that the w(“)

≠2
mode is not enhanced and hence is given by

the usual solution of the Mukhanov-Sasaki equation, w(“)

≠2
(x = 1) = 1.

In Fig. 5.6 we show the resulting SGWB compared to current and upcoming experimental constraints
from pulsar timing arrays [52, 53] and from the interferometer experiments LIGO [54], LISA [55]
and the Einstein Telescope [56]. For reference, we also show the standard vacuum solution (in gray),
obtained by setting w(“,„)(x = 1) = 1, as well as the analytical results from the abelian regime (dashed
blue line),

(�GW)ab. = 1
24�r

3
H

fiMP

42
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2 + 4.3 · 10≠7
2H2
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e4fi›

›6

B

. (5.22)

A key feature of the non-abelian regime is that the gravitational waves couple to the enhanced gauge-
field mode at the linear level, resulting in the enhanced SGWB at large frequencies [22]. In the abelian
regime, such a source term is absent at the linear level and only appears at the non-linear level. This
is simply because the energy-momentum tensor, the source term of the GW equation of motion, is
bi-linear in the gauge fields and we do not have a background gauge field in the abelian regime. This
non-linear term is of course not captured by the linearized analysis performed here, and hence we
simply include the non-linear contribution in the abelian regime given by Eq. (5.22) a posteriori. Note
that in the non-abelian regime this non-linear contribution is sub-dominant as long as ”A π f . For
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Abelian regime

non-Ab. 
regime

scalar power spectrum at CMB scales as well as a tensor-to-scalar ratio in agreement with the Planck
data [2].18 The remaining parameters are then the gauge-field inflaton coupling –/� which directly
controls the size of the parameter › and the gauge coupling e. In the following we choose –/� = 30 and
e = 5◊10≠3. As described in more detail below, the value of the gauge coupling is chosen to minimize
artifacts of our matching procedure between the abelian and non-abelian regime and the value of –/�
is chosen so as to place the phenomenologically interesting regime within the observable last 55 e-folds
of inflation. A generalization of this setup is briefly discussed at the end of Subsection 5.1.
The discussion in this section is organized as follows. In Subsection 5.1 we will discuss the growth of
the gauge field fluctuations with particular emphasis on the tachyonic modes as well as their back-
reaction on the homogeneous background field. Upon determining the range of validity of our linearized
approach, we turn to the scalar and tensor power spectra in Subsection 5.2.

5.1 Growth of gauge field fluctutions

We first recall some key results about the homogeneous background evolution and the gauge field
fluctuations from the previous sections:

• In single field inflation models, and in particular for the scalar potential considered here, the
inflaton velocity „̇ and hence the parameter › increases during inflation.

• In the far past, for › æ 0, the only stable solution for a classical isotropic gauge field background
is the zero solution. General solutions are described by small perturbations around the zero
solution.

• As long as the homogeneous background is su�ciently small, three of the six gauge field modes
are tachyonically enhanced, corresponding to three copies of the abelian limit described in Sec. 2.1
(see Fig. 4.2). In this abelian limit, the variance ÈA2

ab
Í1/2 grows exponentially with › and is well

described by Eq. (2.11).

• When › Ø 2, a stable, non-zero background solution develops (see Sec. 3). We refer to this
second solution as the “c2-solution.” It becomes possible that at some point, large fluctuations
arising from the tachyonically enhanced modes will push the background away from the zero
solution and towards the c2-solution.

• The transition from an approximately-zero homogeneous background field to the c2-solution
occurs once the fluctuations become large enough to trigger the c2-solution, eÈA2

ab
Í1/2 ≥ ›/(≠·),

see Eq. (3.28).19 This is depicted by the solid black line in Fig. 5.1.
18For a discussion of the impact of di�erent types of scalar potentials in abelian axion inflation, see Ref. [16].
19Eq. (3.20) marks the boundary to the oscillatory regime, from where ci-type solutions spiral inwards to their asymp-

totic ci values. As Fig. 3.3 illustrated, for su�ciently large › the c2 solution becomes overwhelmingly likely. In the
unlikely event that the classical background begins to evolve towards a c0 solution, the gauge field background would
be continued to be dominated by ÈA2

abÍ1/2, growing according to Eq. (2.11). The resulting stochastic initial conditions
will eventually trigger a c2-type background. Numerically, the condition eÈA2

abÍ1/2 ≥ ›/(≠·) is basically equivalent to
requiring that the magnitude of the fluctuations be of the same order as the c2 solution and very similar to the require-
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