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Max Baak (CERN) 

Electroweak Fit – Experimental inputs 

"  Latest experimental inputs: 
•  Z-pole observables: from LEP / SLC 

[ADLO+SLD, Phys. Rept. 427, 257 (2006)] 

•  MW and ΓW from LEP/Tevatron  
[arXiv:1204.0042, arXiv:1302.3415] 

•  mtop latest avg from Tevatron  
[arXiv:1305.3929] 

•  mc, mb world averages (PDG)  
[PDG, J. Phys. G33,1 (2006)] 

•  Δαhad
(5)(MZ

2) including αS dependency   
[Davier et al., EPJC 71, 1515 (2011)] 

•  MH from LHC  
[arXiv:1207.7214, arXiv:1207.7235] 

"  7 (+2) free fit parameters: 
•  MH, MZ, αS(MZ

2), Δαhad
(5)(MZ

2),   
mt, mc, mb 

•  2 theory nuisance parameters 
-  δMW (4 MeV), δsin2θ leff (4.7x10-5) 
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The ElectroWeak fit of Standard Model 

Free Fit without Fit without exp.Parameter Input value
in fit

Fit Result
MH measurements input in line

MH [GeV]◦ 125.7± 0.4 yes 125.7 ± 0.4 94.1+25
−22 94.1+25

−22

MW [GeV] 80.385 ± 0.015 – 80.367+0.006
−0.007 80.380+0.011

−0.012 80.360± 0.011
ΓW [GeV] 2.085 ± 0.042 – 2.091± 0.001 2.092± 0.001 2.091± 0.001

MZ [GeV] 91.1875± 0.0021 yes 91.1878± 0.0021 91.1874± 0.0021 91.1983± 0.0115
ΓZ [GeV] 2.4952± 0.0023 – 2.4953± 0.0014 2.4957± 0.0015 2.4949± 0.0017
σ0

had [nb] 41.540 ± 0.037 – 41.480± 0.014 41.479± 0.014 41.472± 0.015
R0

ℓ 20.767 ± 0.025 – 20.739± 0.017 20.741± 0.017 20.713± 0.026
A0,ℓ

FB 0.0171± 0.0010 – 0.01627+0.0001
−0.0002 0.01637± 0.0002 0.01624± 0.0002

Aℓ
(⋆) 0.1499± 0.0018 – 0.1473+0.0006

−0.0008 0.1477+0.0009
−0.0008 –

sin2θℓ
eff(QFB) 0.2324± 0.0012 – 0.23148+0.00011

−0.00007 0.23143+0.00010
−0.00012 0.23150± 0.00009

Ac 0.670 ± 0.027 – 0.6681+0.00021
−0.00042 0.6682+0.00042

−0.00035 0.6680± 0.00031
Ab 0.923 ± 0.020 – 0.93464+0.00005

−0.00007 0.93468+0.00008
−0.00007 0.93463± 0.00006

A0,c
FB 0.0707± 0.0035 – 0.0739+0.0003

−0.0005 0.0740+0.0005
−0.0004 0.0738± 0.0004

A0,b
FB 0.0992± 0.0016 – 0.1032+0.0004

−0.0006 0.1036+0.0007
−0.0006 0.1034± 0.0003

R0
c 0.1721± 0.0030 – 0.17222+0.00006

−0.00005 0.17223± 0.00006 0.17223± 0.00006
R0

b 0.21629± 0.00066 – 0.21491± 0.00005 0.21492± 0.00005 0.21490± 0.00005

mc [GeV] 1.27+0.07
−0.11 yes 1.27+0.07

−0.11 1.27+0.07
−0.11 –

mb [GeV] 4.20+0.17
−0.07 yes 4.20+0.17

−0.07 4.20+0.17
−0.07 –

mt [GeV] 173.20± 0.87 yes 173.49± 0.82 173.17± 0.86 175.83+2.74
−2.42

∆α(5)
had(M2

Z) (†△) 2756± 10 yes 2755 ± 11 2757 ± 11 2716+49
−43

αs(M2
Z) – yes 0.1188+0.0028

−0.0027 0.1190+0.0028
−0.0027 0.1188± 0.0027

δthMW [MeV] [−4, 4]theo yes 4 4 –
δth sin2θℓ

eff
(†) [−4.7, 4.7]theo yes −1.4 4.7 –

(◦)Average of ATLAS (MH = 126.0 ± 0.4 (stat) ± 0.4 (sys)) and CMS (MH = 125.3 ± 0.4 (stat) ± 0.5 (sys)) measurements
assuming no correlation of the systematic uncertainties. (⋆)Average of LEP (Aℓ = 0.1465 ± 0.0033) and SLD

(Aℓ = 0.1513 ± 0.0021) measurements, used as two measurements in the fit. The fit w/o the LEP (SLD) measurement gives
Aℓ = 0.1474+0.0005

−0.0009 (Aℓ = 0.1467+0.0006
−0.0004 ).

(†)In units of 10−5. (△)Rescaled due to αs dependency.
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Max Baak (CERN) 

Electroweak Fit – SM Fit Results 

"  Pull values of full fit (with MH) 
•  No individual value exceeds 3σ 
•  Small pulls for MH, MZ, Δαhad

(5)(MZ
2),  

mc, mb indicate that input accuracies  
exceed fit requirements 

•  Largest deviation in b-sector: 
A0,b

FB with 2.5σ 

"  Most affected when including MH: 
•  Shift in predicted MW value of 13 MeV. 

"  Goodness of fit – p-value: 
•  From pseudo experiments: 18+2 % 
•  χ2

min= 18.1 # Prob(χ2
min, 14) = 20% 

-  Large value of χ2
min not due to  

inclusion of MH measurement. 
-  Without MH measurement: 

χ2
min= 16.7 # Prob(χ2

min, 13) = 21% 

9 The ElectroWeak fit of Standard Model 
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Plot inspired by Eberhardt et al. [arXiv:1209.1101]
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Max Baak (CERN) 

Electroweak Fit – SM Fit Results 

The ElectroWeak fit of Standard Model 10 
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Fit result
Indirect determination
Measurement G fitter SM

Sep 13"  Results drawn as pull values:  
→ deviations to the  
indirect determinations,  
divided by total error. 

"  Total error:  
error of direct measurement plus 
error from indirect determination.  

"  Black: direct measurement (data) 
"  Orange: full fit result 
"  Light-blue: fit excluding  

input from the row 
 
"  The prediction (light blue) is often 

more precise than the 
measurement! 

RoySoc, Jan 2014
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State of the SM: W versus top mass 

"  Scan of MW vs mt, with the direct measurements excluded from the fit. 
"  Results from Higgs measurement significantly reduces allowed indirect 

parameter space → corners the SM! 
 

"  Observed agreement demonstrates impressive consistency of the SM! 

16 The ElectroWeak fit of Standard Model 
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Max Baak (CERN) 

State of the SM: W mass versus sin2θl
eff 

"  Scan of MW vs sin2θl
eff, with direct measurements excluded from the fit. 

"  Again, significant reduction allowed indirect parameter space from 
Higgs mass measurement. 

"  MW and sin2θleff have become the sensitive probes of new physics! 
"  Reason: both are ‘tree-level’ SM predictions. 

The ElectroWeak fit of Standard Model 
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Muon magnetic moment
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aµ =
gµ � 2

2
=

↵

2⇡
+ . . .

aexpµ = 0.00116592089(54)(33)

aSMµ = 0.00116591802(49)

Eur. Phys. J. C (2011) 71: 1515 Page 11 of 13

Fig. 9 Compilation of recent results for aSM
µ (in units of 10−11),

subtracted by the central value of the experimental average [12, 68].
The shaded vertical band indicates the experimental error. The SM
predictions are taken from: this work (DHMZ 10), HLMNT (un-
published) [69] (e+e− based, including BABAR and KLOE 2010
π+π− data), Davier et al. 09/1 [15] (τ -based), Davier et al. 09/1 [15]
(e+e−-based, not including BABAR π+π− data), Davier et al.
09/2 [10] (e+e−-based including BABAR π+π− data), HMNT 07 [70]
and JN 09 [71] (not including BABAR π+π− data)

τ → π−π0ντ spectral function,9 while the four-pion cross
sections, obtained from linear combinations of the τ− →
π−3π0ντ and τ− → 2π−π+π0ντ spectral functions,10 are
only evaluated up to 1.5 GeV with τ data. Due to the lack of
statistical precision, the spectrum is completed with e+e−

data between 1.5 and 1.8 GeV. All the other channels are
taken from e+e− data. The complete lowest-order τ -based
result reads

ahad,LO
µ [τ ] = 701.5 ± 3.5 ± 1.9 ± 2.4 ± 0.2 ± 0.3, (23)

where the first error is τ experimental, the second estimates
the uncertainty in the isospin-breaking corrections, the third
is e+e− experimental, and the fourth and fifth stand for the
narrow resonance and QCD uncertainties, respectively. The
τ -based hadronic contribution deviates by 9.1 ± 5.0 (1.8σ )
from the e+e−-based one, and the full τ -based SM predic-
tion aSM

µ [τ ] = 11 659 189.4 ± 5.4 deviates by 19.5 ± 8.3
(2.4σ ) from the experimental average. The new τ -based re-
sult is also included in the compilation of Fig. 9.

9Using published τ → π−π0ντ spectral function data from
ALEPH [79], Belle [80], CLEO [81] and OPAL [82], and using the
world average branching fraction [62] (2009 PDG edition).
10Similar to Footnote 2, coarse isospin-breaking corrections with
100% uncertainty are applied to the four-pion spectral functions from
τ decays [16].

Fig. 10 Standard Gfitter electroweak fit result [66] (light shaded band)
and the result obtained for the new evaluation of ∆αhad(M

2
Z) (solid

(red) curve). The legend displays the corresponding five-quark contri-
bution, ∆α

(5)
had(M

2
Z), where the top term of −0.72 · 10−4 is excluded.

A shift of +12 GeV in the central value of the Higgs boson is observed

Running electromagnetic coupling at M2
Z The sum of all

hadronic contributions from Table 2 gives for the e+e−-
based hadronic term in the running of α(M2

Z)

∆αhad(M
2
Z) = (274.2 ± 1.0) · 10−4, (24)

which is, contrary to the evaluation of ahad,LO
µ , not dom-

inated by the uncertainty in the experimental low-energy
data, but by contributions from all energy regions, where
both experimental and theoretical errors have similar magni-
tude.11 The corresponding τ -based result reads ∆αhad(M

2
Z)

= (275.4 ± 1.1) · 10−4. As expected, the result (24) is
smaller than the most recent (unpublished) value from the
HLMNT group [69] ∆αhad(M

2
Z) = (275.2 ± 1.5) · 10−4.

Owing to the use of perturbative QCD between 1.8 and
3.7 GeV, the precision in (24) is significantly improved com-
pared to the HLMNT result, which relies on experimental
data in that domain.12

Adding the three-loop leptonic contribution, ∆αlep(M
2
Z)

= 314.97686 · 10−4 [83], with negligible uncertainties, one
finds

α−1(M2
Z

)
= 128.962 ± 0.014. (25)

The running electromagnetic coupling at MZ enters at
various levels the global SM fit to electroweak precision

11In the global electroweak fit both αS(MZ) and ∆αhad(M
2
Z) are

floating parameters (though the latter one is constrained to its phe-
nomenological value). It is therefore important to include their mu-
tual dependence in the fit. The functional dependence of the central
value of ∆αhad(M

2
Z) on the value of αS(M

2
Z) approximately reads

0.37 · 10−4 × (αS(M
2
Z) − 0.1193)/0.0028.

12HLMNT use perturbative QCD for the central value of the contribu-
tion between 1.8 and 3.7 GeV, but assign the experimental errors from
the BES measurements to it.

Not included in above fits

aexpµ � aSMµ = (28.7± 8.0)⇥ 10�10 (3.6�)

�ahadµ = (691.6± 6.9)⇥ 10�10
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30 9. Quantum chromodynamics

Preliminary determinations of αs from CMS data on the ratio of inclusive 3-jet to
2-jet cross sections [259], at NLO, and from the top-quark cross section [301], in
NNLO, quote values of αs(M2

Z) = 0.1148± 0.0014(exp.)± 0.0018(PDF)+0.0050
−0.0000(scale) and

αs(M2
Z) = 0.1151+0.0033

−0.0032, respectively, indicating many new results to be expected for
inclusion in upcoming reviews.

9.3.11. Electroweak precision fits :
The N3LO calculation of the hadronic Z decay width was used in a revision of the global
fit to electroweak precision data [349], resulting in αs(M2

Z) = 0.1193± 0.0028, claiming a
negligible theoretical uncertainty. For this Review the value obtained in Sec. Electroweak
model and constraints on new physics from data at the Z-pole, αs(M2

Z) = 0.1197± 0.0028
will be used instead, as it is based on a more constrained data set where QCD corrections
directly enter through the hadronic decay width of the Z. We note that all these
results from electroweak precision data, however, strongly depend on the strict validity
of Standard Model predictions and the existence of the minimal Higgs mechanism to
implement electroweak symmetry breaking. Any - even small - deviation of nature from
this model could strongly influence this extraction of αs.

0.11 0.12 0.13
αα    ((ΜΜ    ))s ΖΖ

Lattice
DIS 
e+e- annihilation

τ-decays 

Z pole fits 

Figure 9.3: Summary of values of αs(M2
Z) obtained for various sub-classes

of measurements (see Fig. 9.2 (a) to (d)). The new world average value of
αs(M2

Z) = 0.1185 ± 0.0006 is indicated by the dashed line and the shaded band.

9.3.12. Determination of the world average value of αs(M2
Z) :

Obtaining a world average value for αs(M2
Z) is a non-trivial exercise. A certain

arbitrariness and subjective component is inevitable because of the choice of measurements
to be included in the average, the treatment of (non-Gaussian) systematic uncertainties
of mostly theoretical nature, as well as the treatment of correlations among the various
inputs, of theoretical as well as experimental origin.

We have chosen to determine pre-averages for classes of measurements which are
considered to exhibit a maximum of independence between each other, considering
experimental as well as theoretical issues. These pre-averages are then combined to the
final world average value of αs(M2

Z), using the χ2 averaging method and error treatment
as described above. The five pre-averages are summarized in Fig. 9.3; we recall that these
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QCD αs(Mz) = 0.1185 ± 0.0006

Z pole fit  

0.1

0.2

0.3

αs (Q)

1 10 100
Q [GeV]

Heavy Quarkonia (NLO)

e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

Sept. 2013

Lattice QCD (NNLO)

(N3LO)

τ decays (N3LO)

1000

pp –> jets (NLO)
(–)

Figure 9.4: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).
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Figure 26: α(5)

MS
(MZ), the coupling constant in the MS scheme at the Z mass. The results

labeled Nf = 0, 2 use estimates for Nf = 3 obtained by first extrapolating in Nf from
Nf = 0, 2 results. Since this is not a theoretically justified procedure, these are not included
in our final estimate and are thus given a red symbol. However, they are shown to indicate
the progress made since these early calculations. The PDG entry indicates the outcome of
their analysis excluding lattice results (see section 9.9.4).

perturbative truncation errors, which are difficult to estimate. This concern also applies to
many non-lattice determinations. Further, all results except for those of sections 9.3, 9.6 are
based on extractions of αMS that are largely influenced by data with αeff ≥ 0.3. At smaller
α the momentum scale µ quickly is at or above a−1. We have included computations using
aµ up to 1.5 and αeff up to 0.4, but one would ideally like to be significantly below that.
Accordingly we wish at this stage to estimate the error ranges in a conservative manner, and
not simply perform weighted averages of the individual errors estimated by each group.

Many of the methods have thus far only been applied by a single collaboration, and with
simulation parameters that could still be improved. We therefore think that the following
aspects of the individual calculations are important to keep in mind, and look forward to
additional clarification and/or corroboration in the future.

• The potential computations Brambilla 10 [505], ETM 11C [504] and Bazavov 12 [503] give
evidence that they have reached distances where perturbation theory can be used. However,
in addition to ΛQCD, a scale is introduced into the perturbative prediction by the process
of subtracting the renormalon contribution. The extractions of Λ are dominated by data

170

Lattice (MZ)

FLAG WG: Aoki et al., 1310.8555

aS(MZ)=0.1183(12) [non-lattice]
aS(MZ)=0.1185(5) [lattice]
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αMS(MZ) Method Table

ETM 13D [544] 2+1+1 A ◦ ◦ ! 0.1196(4)(8)(16) gluon-ghost vertex 37
ETM 12C [545] 2+1+1 A ◦ ◦ ! 0.1200(14) gluon-ghost vertex 37
ETM 11D [546] 2+1+1 A ◦ ◦ ! 0.1198(9)(5)(+0

−5) gluon-ghost vertex 37

Bazavov 12 [503] 2+1 A ◦ ◦ ◦ 0.1156(+21
−22) Q-Q̄ potential 33

HPQCD 10 [73] 2+1 A ◦ ◦ ◦ 0.1183(7) current two points 36
HPQCD 10 [73] 2+1 A ◦ ⋆ ⋆ 0.1184(6) Wilson loops 35
PACS-CS 09A [486] 2+1 A ⋆ ⋆ ◦ 0.118(3)# Schrödinger functional 32
Maltman 08 [517] 2+1 A ◦ ◦ ◦ 0.1192(11) Wilson loops 35
HPQCD 08B [85] 2+1 A ! ! ! 0.1174(12) current two points 36
HPQCD 08A [514] 2+1 A ◦ ⋆ ⋆ 0.1183(8) Wilson loops 35
HPQCD 05A [513] 2+1 A ◦ ◦ ◦ 0.1170(12) Wilson loops 35

QCDSF/UKQCD 05[518] 0, 2 → 3 A ⋆ ! ⋆ 0.112(1)(2) Wilson loops 35
Boucaud 01B [539] 2 → 3 A ◦ ◦ ! 0.113(3)(4) gluon-ghost vertex 37
SESAM 99 [519] 0, 2 → 3 A ⋆ ! ! 0.1118(17) Wilson loops 35
Wingate 95 [520] 0, 2 → 3 A ⋆ ! ! 0.107(5) Wilson loops 35
Davies 94 [521] 0, 2 → 3 A ⋆ ! ! 0.115(2) Wilson loops 35
Aoki 94 [522] 2 → 3 A ⋆ ! ! 0.108(5)(4) Wilson loops 35
El-Khadra 92 [523] 0 → 3 A ⋆ ◦ ◦ 0.106(4) Wilson loops 35

# Result with a linear continuum extrapolation in a.

Table 38: Results for αMS(MZ). Nf = 3 results are matched at the charm and bottom
thresholds and scaled to MZ to obtain the Nf = 5 result. The arrows in the Nf column
indicates which Nf (Nf = 0, 2 or a combination of both) were used to first extrapolate to
Nf = 3 or estimate the Nf = 3 value through a model/assumption. The exact procedures
used vary and are given in the various papers.

Nf = 2 + 1 and Nf = 2 + 1 + 1 simulations. For comparison, we also include results from
Nf = 0, 2 simulations, which are not relevant for phenomenology. For the Nf ≥ 3 simulations,
the conversion from Nf = 3 to Nf = 5 is made by matching the coupling constant at the
charm and bottom quark thresholds and using the scale as determined or used by the authors.
For Nf = 0, 2 the results for αMS in the summary table come from evaluations of αMS at a
low scale and are extrapolated in Nf to Nf = 3.

As can be seen from the tables and figures, at present there are several computations
satisfying the quality criteria to be included in the FLAG average. We note that none of

those calculations of α(5)

MS
(MZ) satisfy all of our more stringent criteria: a ⋆ for the renor-

malization scale, perturbative behaviour and continuum extrapolation. The results, however,

168
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FLAG WG: Aoki et al., 1310.8555
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mu md mu/md

PACS-CS 12⋆ [76] A ⋆ ! ! ⋆ a 2.57(26)(7) 3.68(29)(10) 0.698(51)
Laiho 11 [77] C ◦ ⋆ ⋆ ◦ − 1.90(8)(21)(10) 4.73(9)(27)(24) 0.401(13)(45)
HPQCD 10‡ [73] A ◦ ⋆ ⋆ ⋆ − 2.01(14) 4.77(15)
BMW 10A, 10B+ [22, 23] A ⋆ ⋆ ⋆ ⋆ b 2.15(03)(10) 4.79(07)(12) 0.448(06)(29)
Blum 10† [32] A ◦ ! ◦ ⋆ − 2.24(10)(34) 4.65(15)(32) 0.4818(96)(860)
MILC 09A [37] C ◦ ⋆ ⋆ ◦ − 1.96(0)(6)(10)(12) 4.53(1)(8)(23)(12) 0.432(1)(9)(0)(39)
MILC 09 [15] A ◦ ⋆ ⋆ ◦ − 1.9(0)(1)(1)(1) 4.6(0)(2)(2)(1) 0.42(0)(1)(0)(4)
MILC 04, HPQCD/
MILC/UKQCD 04

[36, 82] A ◦ ◦ ◦ ! − 1.7(0)(1)(2)(2) 3.9(0)(1)(4)(2) 0.43(0)(1)(0)(8)

RM123 13 [45] A ◦ ⋆ ◦ ⋆ c 2.40(15)(17) 4.80 (15)(17) 0.50(2)(3)
RM123 11⊕ [104] A ◦ ⋆ ◦ ⋆ c 2.43(11)(23) 4.78(11)(23) 0.51(2)(4)
Dürr 11∗ [61] A ◦ ⋆ ◦ − − 2.18(6)(11) 4.87(14)(16)
RBC 07† [34] A ! ! ⋆ ⋆ − 3.02(27)(19) 5.49(20)(34) 0.550(31)

⋆ The calculation includes e.m. and mu ̸= md effects through reweighting.
‡ Values obtained by combining the HPQCD 10 result for ms with the MILC 09 results for ms/mud and
mu/md.

+ The fermion action used is tree-level improved.
∗ Values obtained by combining the Dürr 11 result for ms with the BMW 10A, 10B results for ms/mud and
mu/md.
⊕ mu, md and mu/md are obtained by combining the result of RM123 11 for (md −mu) [104] with
mud = 3.6(2)MeV from ETM 10B. (md −mu) = 2.35(8)(24)MeV in [104] was obtained assuming
ϵ = 0.7(5) [1] and ϵm = ϵπ0 = ϵK0 = 0. In the quoted results, the first error corresponds to the lattice
statistical and systematic errors combined in quadrature, while the second arises from the uncertainties
associated with ϵ.
† The calculation includes quenched e.m. effects.
a The masses are renormalized and run nonperturbatively up to a scale of 100GeV in the Nf = 2 SF
scheme. In this scheme, nonperturbative and NLO running for the quark masses are shown to agree
well from 100 GeV all the way down to 2 GeV [64].

b The masses are renormalized and run nonperturbatively up to a scale of 4 GeV in the Nf = 3 RI/MOM
scheme. In this scheme, nonperturbative and N3LO running for the quark masses are shown to agree
from 6 GeV down to 3 GeV to better than 1% [23].

c The masses are renormalized nonperturbatively at scales 1/a ∼ 2÷ 3GeV in the Nf = 2 RI/MOM
scheme. In this scheme, nonperturbative and N3LO running for the quark masses are shown to agree
from 4 GeV down 2 GeV to better than 3% [71].

Table 5: Lattice results for mu, md (MeV) and for the ratio mu/md. The values refer to the
MS scheme at scale 2 GeV. The upper part of the table lists results obtained with Nf = 2+1,
while the lower part presents calculations with Nf = 2.

Instead of subtracting electromagnetic effects using phenomenology, RBC 07 [34] and
Blum 10 [32] actually include a quenched electromagnetic field in their calculation. This
means that their results include corrections to Dashen’s theorem, albeit only in the presence
of quenched electromagnetism. Since the up- and down-quarks in the sea are treated as
degenerate, very small isospin corrections are neglected, as in MILC’s calculation.

PACS-CS 12 [76] takes the inclusion of isospin-breaking effects one step further. Using
reweighting techniques, it also includes electromagnetic and mu −md effects in the sea.

Lattice results for mu, md and mu/md are summarized in Table 5. In order to discuss

36



Light quark masses

15

– 17–

Figure 2: The allowed region (shown in white)
for up quark and down quark masses. This re-
gion was determined in part from papers report-
ing values for mu and md (data points shown)
and in part from analysis of the allowed ranges
of other mass parameters (see Fig. 3). The pa-
rameter (mu + md)/2 yields the two downward-
sloping lines, while mu/md yields the two rising
lines originating at (0,0).

December 18, 2013 12:00

MS masses at 2 GeV:

Manohar, Sachrajda, RPP 2012

mu = 2.15 ± 0.15 MeV

md = 4.70 ± 0.20 MeV

ms = 93.5 ± 2.5 MeV
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Charm quark mass
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Bodenstein et. al 10
HPQCD 10
HPQCD + Karlsruhe 08
Kuehn, Steinhauser, Sturm 07
Buchmueller, Flaecher 05
Hoang, Manohar 05
Hoang, Jamin 04
deDivitiis et al. 03
Rolf, Sint 02
Becirevic, Lubicz, Martinelli 02
Kuehn, Steinhauser 01
QWG 2004
PDG 2010

mc(3 GeV) (GeV)

   finite energy sum rule, NNNLO

   lattice + pQCD

   lattice + pQCD

   low-moment sum rules, NNNLO

   B decays αs
2β0

   B decays αs
2β0

   NNLO moments

   lattice quenched

   lattice (ALPHA) quenched

   lattice quenched

   low-moment sum rules, NNLO

0.8 0.9 1 1.1 1.2 1.3 1.4

42

Kühn, 2013

mc(3 GeV) = 0.986(6) GeV

mc(mc) = 1.268(9) GeV

mc(MH) = 0.612(5) GeV



Bottom quark mass
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HPQCD 10
Karlsruhe 09
Kuehn, Steinhauser, Sturm 07
Pineda, Signer 06
Della Morte et al. 06
Buchmueller, Flaecher 05
Mc Neile, Michael, Thompson 04
deDivitiis et al. 03
Penin, Steinhauser 02
Pineda 01
Kuehn, Steinhauser 01
Hoang 00
QWG 2004
PDG 2010

mb(mb) (GeV)

   low-moment sum rules, NNNLO, new Babar

   low-moment sum rules, NNNLO

   Υ sum rules, NNLL (not complete)

   lattice (ALPHA) quenched

   B decays αs
2β0

   lattice (UKQCD)

   lattice quenched

   Υ(1S), NNNLO

   Υ(1S), NNLO

   low-moment sum rules, NNLO

   Υ sum rules, NNLO

4.1 4.2 4.3 4.4 4.5 4.6 4.7

46

Kühn, 2013

mb(10 GeV) = 3.617(25) GeV

mb(mb) = 4.164(30) GeV

mb(MH) = 2.768(21) GeV
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❍  CLEO (1985)/1.28
▼  BABAR (2009)
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BELLE?
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Analysis in NNLO

Coefficients C̄n from three-loop one-scale tadpole amplitudes with

“arbitrary” power of propagators;

25

Mn =

Z
ds

sn+1
Rb(s) =

9

4
e2b

✓
1

4m2
b(µ)

◆n

Cn(↵s, µ) mb(µ) =
1

2

✓
9e2bCn(↵s, µ)

4Mn

◆ 1
2n

↵2
s

(~700 diagrams). . .+ ↵3
s

n mb(10GeV) exp αs µ total mb(mb)
1 3597 14 7 2 16 4151
2 3610 10 12 3 16 4163
3 3619 8 14 6 18 4172
4 3631 6 15 20 26 4183

Consistency (n= 1,2,3,4) and stability (O(α2s ) vs. O(α3s ));

(slight dependence on n could result from input into M n
exp)

• mb(10GeV) = 3610±16MeV

• mb(mb) = 4163±16MeV

well consistent with KSS 2007

45

mb(10 GeV) = 3.610(16) GeV

Chetyrkin et al., PRD80(2009)074010
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lived the quark. In particular, the fact that the top-quark
lifetime is much less than L21

QCD is irrelevant.
Such an argument implies that the nonperturbative

aspect of the strong interaction will stand in the way
of any attempt to unambiguously extract the top-quark
pole mass from experiment. For example, consider the
extraction of the pole mass from the peak in the Wb
invariant-mass distribution. In perturbation theory, the
final state is a W and a b quark, as depicted in Fig. 2(a).
However, the b quark manifests itself experimentally as
a jet of colorless hadrons, due to confinement. At least
one of the quarks which resides in these hadrons comes
from elsewhere in the diagram, and cannot be considered
as a decay product of the top quark, as depicted in
Fig. 2(b). This leads to an irreducible uncertainty in the
Wb invariant mass of OsLQCDd and, hence, an ambiguity
of this amount in the extracted top-quark pole mass.
We now turn to an investigation of the top-quark

pole mass from the perspective of infrared renormalons.
We first review the argument which demonstrates the
existence of a renormalon ambiguity in the pole mass of a
stable heavy quark [8,9]. We then extend the argument
to take into account the finite width of the top quark.
Finally, we investigate the existence of a renormalon
ambiguity in the top-quark width itself.
The pole mass of a quark is defined by the position of the

pole in the quark propagator. The propagator of a quark
of four-momentum p is

Dspyd ≠
i

py 2 mR 2 Sspyd
, (1)

where mR is a renormalized short-distance mass [by short-
distance mass we mean a running mass (such as the MS
mass) evaluated at a scale m ¿ LQCD], and Sspyd is the
renormalized one-particle irreducible quark self-energy.
The equation for the position of the pole is an implicit
equation that can be solved perturbatively:

pypole ≠ mR 1 Sspypoled ≠ mR 1 Ss1dsmRd 1 . . . , (2)

where Ss1dsmRd is the one-loop quark self-energy shown
in Fig. 3(a). This quantity is real, so the pole position
is real.
Renormalons arise from the class of diagrams generated

by the insertion of n vacuum-polarization subdiagrams
into the gluon propagator in the one-loop self-energy
diagram, as shown in Fig. 3(a′). One can express this as

FIG. 2. The production and decay of a top quark in (a) per-
turbation theory and (b) nonperturbatively.

Ss1dsmR , ad ≠
16mR

3b0

X̀

n≠0
cnan11, (3)

where

a ;
b0assmRd

4p
(4)

and b0 is the one-loop QCD beta-function coefficient,
b0 ; 11 2 s2y3dNf . Formally, these are the domi-
nant QCD corrections in the “large-b0” limit. Thus
Ss1dsmR, ad in Eq. (3) is calculated at leading order in as,
but to all orders in a.
For large n the coefficients cn grow factorially, and are

given by [8,9,17]
cn

n!`! e2Cy22nn! , (5)
where C is a finite renormalization-scheme-dependent
constant (in the MS scheme, C ≠ 25y3). The series in
Eq. (3) is therefore divergent. One can attempt to sum
the series using the technique of Borel resummation [18].
The Borel transform (with respect to a) of the self-energy
is obtained from the series coefficients, Eq. (5), via

eSs1dsmR , ud ≠
16mR

3b0

X̀

n≠0

cn

n!
un, (6)

where u is the Borel parameter. Because the coefficients
cn are divided by n! in the above expression, the
series has a finite radius of convergence in u, and can
be analytically continued into the entire u plane. The
self-energy is then reconstructed via the inverse Borel
transform, given formally by

Ss1dsmR , ad ≠
Z `

0
du e2uya eSs1dsmR , ud . (7)

The integral in Eq. (7) is only formal, because the Borel
transform of the quark self-energy possesses singularities
on the real-u axis, which impede the evaluation of the
integral. These singularities are referred to as infrared
renormalons because they arise from the region of soft
gluon momentum in Fig. 3(a′). The series for the self-
energy in Eq. (3) is therefore not Borel summable.
The divergence of the series for the self-energy is gov-

erned by the infrared renormalon closest to the origin,
which lies at u ≠ 1y2. This renormalon is not associated

FIG. 3. Diagrams contributing to the top quark self-energy at
leading order in as and aW . sa0d replaces (a) when summing
to all orders in b0as.

3826

cn ⇠ 2nn! ⇠ (2n/e)n

Asymptotic expansion: sum to smallest term (n~L/2)

Ambiguity ~ smallest term (cn an+1~ e-L/2 ~ L/mq)

D( 6p) = i

6p�mq � ⌃( 6p)

6p
pole

= mq + ⌃( 6p) = mq + ⌃(1)(mq) + . . .

⌃(1)(mq) =
16mq

3�0

1X

n=0

cn a
n+1

a =

�0↵s(mq)
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⇠ 1
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2
)

m
pole
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s
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Renormalon ambiguity
(There is no pole!)
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The direct measurements of the top-quark mass, such as

those shown in Table 1, are generally assumed to be measure-

ments of the pole mass. Strictly speaking, the mass measured

in these direct measurements is the mass used in the Monte

Carlo generators. The relation between the Monte Carlo gen-

erator mass and the pole mass is uncertain at the level of

1 GeV [123], which is now comparable to the measurement

uncertainty. A review of top-quark mass measurements can be

found in reference [124].

Table 1: Measurements of top-quark mass from
Tevatron and LHC.

∫

Ldt is given in fb−1. The
results shown are mostly preliminary (not yet
submitted for publication as of September 2013);
for a complete set of published results see the
Listings. Statistical uncertainties are listed first,
followed by systematic uncertainties.

mt (GeV/c2) Source
∫

Ldt Ref. Channel

174.94 ± 1.14 ± 0.96 DØ Run II 3.6 [102] ℓ+jets

172.85 ± 0.71 ± 0.85 CDF Run II 8.7 [101] ℓ+jets

173.93 ± 1.64 ± 0.87 CDF Run II 8.7 [116] Missing ET+jets

172.5 ± 1.4 ± 1.5 CDF Run II 5.8 [122] All jets

172.31 ± 0.75 ± 1.35 ATLAS 4.7 [99] ℓ+jets

173.09 ± 0.64 ± 1.50 ATLAS 4.7 [108] ℓℓ

174.9 ± 2.1 ± 3.8 ATLAS 2.04 [115] All jets

173.49 ± 0.43 ± 0.98 CMS 5.0 [100] ℓ+jets

172.5 ± 0.4 ± 1.5 CMS 5.0 [109] ℓℓ

173.49 ± 0.69 ± 1.21 CMS 3.54 [114] All jets

173.20 ± 0.51 ± 0.71 ∗ CDF,DØ (I+II)≤8.7 [3] publ. or prelim. res.

173.29 ± 0.23 ± 0.92 ∗ ATLAS, CMS ≤4.9 [121] publ. or prelim. res.

∗The Tevatron average is a combination of published

Run I and preliminary or pub. Run-II meas., yielding a χ2 of

8.5 for 11 deg. of freedom. The LHC average includes both published

and preliminary results, yielding a χ2 of 1.8 for 4 deg. of freedom.

December 18, 2013 12:01

“Direct” (≈pole mass?) measurements:

mt(pole) = 173.07±0.52(stat)±0.72(sys) GeV

RPP 2013

mt(mt) = 163.4±0.9 GeV
mt(mt) = 160+54 GeV from cross section



Top quark mass

22

Mangano, Kyoto, 2012
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Buttazzo et al., 1307.3536
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Figure 3: Left: SM phase diagram in terms of Higgs and top pole masses. The plane is
divided into regions of absolute stability, meta-stability, instability of the SM vacuum, and non-
perturbativity of the Higgs quartic coupling. The top Yukawa coupling becomes non-perturbative
for Mt > 230 GeV. The dotted contour-lines show the instability scale ⇤I in GeV assuming
↵3(MZ) = 0.1184. Right: Zoom in the region of the preferred experimental range of Mh and Mt

(the grey areas denote the allowed region at 1, 2, and 3�). The three boundary lines correspond
to 1-� variations of ↵3(MZ) = 0.1184±0.0007, and the grading of the colours indicates the size
of the theoretical error.

The quantity �e↵ can be extracted from the e↵ective potential at two loops [111] and is explicitly
given in appendix C.

4.3 The SM phase diagram in terms of Higgs and top masses

The two most important parameters that determine the various EW phases of the SM are the
Higgs and top-quark masses. In fig. 3 we update the phase diagram given in ref. [4] with our
improved calculation of the evolution of the Higgs quartic coupling. The regions of stability,
metastability, and instability of the EW vacuum are shown both for a broad range of Mh and
Mt, and after zooming into the region corresponding to the measured values. The uncertainty
from ↵3 and from theoretical errors are indicated by the dashed lines and the colour shading
along the borders. Also shown are contour lines of the instability scale ⇤I .

As previously noticed in ref. [4], the measured values of Mh and Mt appear to be rather
special, in the sense that they place the SM vacuum in a near-critical condition, at the border
between stability and metastability. In the neighbourhood of the measured values of Mh and
Mt, the stability condition is well approximated by

Mh > 129.1GeV + 2.0(Mt � 173.10GeV)� 0.5GeV
↵3(MZ)� 0.1184

0.0007
± 0.3GeV . (64)

The quoted uncertainty comes only from higher order perturbative corrections. Other non-
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Figure 7: Left: The probability that electroweak vacuum decay happened in our past light-cone,
taking into account the expansion of the universe. Right: The life-time of the electroweak
vacuum, with two di↵erent assumptions for future cosmology: universes dominated by the cos-
mological constant (⇤CDM) or by dark matter (CDM).

Note that ��(⇤I) is negative in the SM.
Figure 6 shows the SM phase diagram in terms of the parameters �(MPl) and m(MPl). The

sign of each one of these parameters corresponds to di↵erent phases of the theory, such that
�(MPl) = m(MPl) = 0 is a tri-critical point.

The region denoted by ‘hhi ⇡ MPl’ corresponds to the case in which eq. (79) is not satisfied
and there is no SM-like vacuum, while the Higgs field slides to large values. In the region of
practical interest, the upper limit on m is rather far from its actual physical value m = Mh,
although it is much stronger than MPl, the ultimate ultraviolet cuto↵ of the SM. A much more
stringent bound on m can be derived from anthropic considerations [130] and the corresponding
band in parameter space is shown in fig. 6. We find it remarkable that the simple request of the
existence of a non-trivial Higgs vacuum, without any reference to naturalness considerations,
gives a bound on the Higgs bilinear parameter m. Unfortunately, for the physical value of �,
the actual numerical value of the upper bound is not of great practical importance.

6.3 Lifetime of the SM vacuum

The measured values of Mh and Mt indicate that the SM Higgs vacuum is not the true vacuum
of the theory and that our universe is potentially unstable. The rate of quantum tunnelling out
of the EW vacuum is given by the probability d}/dV dt of nucleating a bubble of true vacuum
within a space volume dV and time interval dt [131–133]

d} = dt dV ⇤4
B e�S(⇤B) . (80)

29

Nothing to worry about!
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3. Success stories

LHCHXSWG work is documented in:
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Authors: 64, 120, 157

Pages: 151, 275, 404

Citations: 621, 271, 70

Sven Heinemeyer, Royal Society WS: Exploiting the Higgs Breakthrough, 22.01.2014 15

arXiv:1101.0593, 1201.3084, 1307.1347
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Table 1: SM Higgs partial widths and their relative parametric (PU) and theoretical (THU) uncertainties for a
selection of Higgs masses. For PU, all the single contributions are shown. For these four columns, the upper
percentage value (with its sign) refers to the positive variation of the parameter, while the lower one refers to the
negative variation of the parameter.

Channel MH [GeV] Γ [MeV] ∆αs ∆mb ∆mc ∆mt THU
122 2.30 −2.3%

+2.3%
+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

H → bb 126 2.36 −2.3%
+2.3%

+3.3%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

130 2.42 −2.4%
+2.3%

+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

122 2.51·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → τ+τ− 126 2.59·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

130 2.67·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 8.71·10−4 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

H → µ+µ− 126 8.99·10−4 +0.0%
+0.0%

+0.0%
−0.0%

−0.1%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

130 9.27·10−4 +0.1%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.0%

+2.0%
−2.0%

122 1.16·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → cc 126 1.19·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.1%

+0.0%
−0.1%

+2.0%
−2.0%

130 1.22·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.3%
−6.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 3.25·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

H → gg 126 3.57·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

130 3.91·10−1 +4.2%
−4.1%

−0.1%
−0.2%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

122 8.37·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

H → γγ 126 9.59·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

130 1.10·10−2 +0.1%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

122 4.74·10−3 +0.0%
−0.1%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+5.0%
−5.0%

H → Zγ 126 6.84·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+0.0%
−0.1%

+5.0%
−5.0%

130 9.55·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+5.0%
−5.0%

122 6.25·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → WW 126 9.73·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.49 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

122 7.30·10−2 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → ZZ 126 1.22·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.95·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

proximation which relies on factorizing the Higgs decays into a decay to vector bosons H →WW/ZZ,
where the vector bosons have definite momenta, and successive vector-boson decays W/Z → 2f . In
contrast, they are included in PROPHECY4F which is based on the full H → 4f matrix elements includ-
ing all interferences between different Feynman diagrams. To anticipate the results of this section, NLO
corrections become important at the level of 5% accuracy, while the (LO) interference effects can distort
distributions by more than 10%.

To be specific, we exemplarily analyze the following differential distributions for a Higgs decay
with four charged leptons in the final state, for which the Higgs-boson rest frame is assumed to be
reconstructed:

– In the Higgs-boson rest frame, we investigate cos θf−f− , where θf−f− is the angle between the two
negatively charged leptons. This angle is unambiguously defined in any of the final states H→ 4e,
H→ 4µ, and H→ 2µ2e so that interference effects can be easily studied.
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0.02%
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0.16%
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Gtot(126)= 4.21 MeV

Theoretical uncertainty:

Parametric uncertainties

(not uncertainty in mH)

from scale variation and
missing higher orders

from QCD coupling and
quark masses
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Table 1: SM Higgs partial widths and their relative parametric (PU) and theoretical (THU) uncertainties for a
selection of Higgs masses. For PU, all the single contributions are shown. For these four columns, the upper
percentage value (with its sign) refers to the positive variation of the parameter, while the lower one refers to the
negative variation of the parameter.

Channel MH [GeV] Γ [MeV] ∆αs ∆mb ∆mc ∆mt THU
122 2.30 −2.3%

+2.3%
+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

H → bb 126 2.36 −2.3%
+2.3%

+3.3%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

130 2.42 −2.4%
+2.3%

+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

122 2.51·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → τ+τ− 126 2.59·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

130 2.67·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 8.71·10−4 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

H → µ+µ− 126 8.99·10−4 +0.0%
+0.0%

+0.0%
−0.0%

−0.1%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

130 9.27·10−4 +0.1%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.0%

+2.0%
−2.0%

122 1.16·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → cc 126 1.19·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.1%

+0.0%
−0.1%

+2.0%
−2.0%

130 1.22·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.3%
−6.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 3.25·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

H → gg 126 3.57·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

130 3.91·10−1 +4.2%
−4.1%

−0.1%
−0.2%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

122 8.37·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

H → γγ 126 9.59·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

130 1.10·10−2 +0.1%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

122 4.74·10−3 +0.0%
−0.1%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+5.0%
−5.0%

H → Zγ 126 6.84·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+0.0%
−0.1%

+5.0%
−5.0%

130 9.55·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+5.0%
−5.0%

122 6.25·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → WW 126 9.73·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.49 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

122 7.30·10−2 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → ZZ 126 1.22·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.95·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

proximation which relies on factorizing the Higgs decays into a decay to vector bosons H →WW/ZZ,
where the vector bosons have definite momenta, and successive vector-boson decays W/Z → 2f . In
contrast, they are included in PROPHECY4F which is based on the full H → 4f matrix elements includ-
ing all interferences between different Feynman diagrams. To anticipate the results of this section, NLO
corrections become important at the level of 5% accuracy, while the (LO) interference effects can distort
distributions by more than 10%.

To be specific, we exemplarily analyze the following differential distributions for a Higgs decay
with four charged leptons in the final state, for which the Higgs-boson rest frame is assumed to be
reconstructed:

– In the Higgs-boson rest frame, we investigate cos θf−f− , where θf−f− is the angle between the two
negatively charged leptons. This angle is unambiguously defined in any of the final states H→ 4e,
H→ 4µ, and H→ 2µ2e so that interference effects can be easily studied.
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0.23%

0.16%
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Gtot(126)= 4.21 MeV

Uncertainties > 2%
(mostly QCD)
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Table 1: SM Higgs partial widths and their relative parametric (PU) and theoretical (THU) uncertainties for a
selection of Higgs masses. For PU, all the single contributions are shown. For these four columns, the upper
percentage value (with its sign) refers to the positive variation of the parameter, while the lower one refers to the
negative variation of the parameter.

Channel MH [GeV] Γ [MeV] ∆αs ∆mb ∆mc ∆mt THU
122 2.30 −2.3%

+2.3%
+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

H → bb 126 2.36 −2.3%
+2.3%

+3.3%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

130 2.42 −2.4%
+2.3%

+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

122 2.51·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → τ+τ− 126 2.59·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

130 2.67·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 8.71·10−4 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

H → µ+µ− 126 8.99·10−4 +0.0%
+0.0%

+0.0%
−0.0%

−0.1%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

130 9.27·10−4 +0.1%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.0%

+2.0%
−2.0%

122 1.16·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → cc 126 1.19·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.1%

+0.0%
−0.1%

+2.0%
−2.0%

130 1.22·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.3%
−6.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 3.25·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

H → gg 126 3.57·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

130 3.91·10−1 +4.2%
−4.1%

−0.1%
−0.2%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

122 8.37·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

H → γγ 126 9.59·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

130 1.10·10−2 +0.1%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

122 4.74·10−3 +0.0%
−0.1%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+5.0%
−5.0%

H → Zγ 126 6.84·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+0.0%
−0.1%

+5.0%
−5.0%

130 9.55·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+5.0%
−5.0%

122 6.25·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → WW 126 9.73·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.49 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

122 7.30·10−2 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → ZZ 126 1.22·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.95·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

proximation which relies on factorizing the Higgs decays into a decay to vector bosons H →WW/ZZ,
where the vector bosons have definite momenta, and successive vector-boson decays W/Z → 2f . In
contrast, they are included in PROPHECY4F which is based on the full H → 4f matrix elements includ-
ing all interferences between different Feynman diagrams. To anticipate the results of this section, NLO
corrections become important at the level of 5% accuracy, while the (LO) interference effects can distort
distributions by more than 10%.

To be specific, we exemplarily analyze the following differential distributions for a Higgs decay
with four charged leptons in the final state, for which the Higgs-boson rest frame is assumed to be
reconstructed:

– In the Higgs-boson rest frame, we investigate cos θf−f− , where θf−f− is the angle between the two
negatively charged leptons. This angle is unambiguously defined in any of the final states H→ 4e,
H→ 4µ, and H→ 2µ2e so that interference effects can be easily studied.

7

56.1%

6.2%

0.02%

2.8%

8.5%

0.23%

0.16%

23.1%

2.9%

Gtot(126)= 4.21 MeV
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Strong mass dependence
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Event Simulation for the LHC Higgs Centre Colloquium, 30/11/12
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Almeida, Lee, Pokorski, Wells, 1311.6721v3

P±
� (par.add.) P±

� (par.quad.) (P+
� , P�

� )(µ)
total 2.82 (1.79) 1.71 (1.07) (0.08,0.10)
gg 2.52 (1.83) 1.74 (1.49) (0.05,0.03)
�� 1.45 (0.42) 1.38 (0.35) (1.31,0.60)
bb̄ 2.62 (2.43) 1.84 (1.82) (0.29,0.01)
cc̄ 7.34 (7.15) 5.55 (5.54) (0.45,0.35)

⌧+⌧� 0.36 (0.12) 0.32 (0.08) (0.01,0.01)
WW ⇤ 4.41 (1.17) 4.97 (1.25) (0.25,0.31)
ZZ⇤ 4.90 (1.25) 4.42 (1.11) (0.,0.)
Z� 3.56 (0.92) 3.52 (0.88) (0.56,0.23)

µ+µ� 0.34 (0.11) 0.32 (0.08) (0.03,0.03)

Table 13: This table gives the estimates for percent relative uncertainty on the partial widths from parametric and scale-
dependence uncertainties. Parametric uncertainties arise from incomplete knowledge of the input observables for the calculation
(i.e., errors on mc, ↵s, etc.). For parametric uncertainties, we put an additional number in parentheses, which is the value it
would have if the Higgs mass uncertainty were 0.1 GeV (instead of 0.4 GeV). Scale-dependence uncertainties are indicative of
not knowing the higher order terms in a perturbative expansion of the observable. These uncertainties are estimated by varying
µ from mH/2 to 2mH . More details on the precise meaning of the entries of this table are found in the text of sec. 4. Errors
below 0.01% are represented in this table as 0. These results were computed using MS mb and mc inputs (see Table 10) rather
than their pole mass inputs (see Table 1). Compare results with the pole mass input results of Table 4.
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Parametric uncertainties %	

added linearly   in quadrature

dMH/MeV = 400(100)

Scale	

dependence

[ILC => 30]

~ THU ??
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Lepage, Mackenzie, Peskin, 1404.0319

�mb(10) �↵s(mZ) �mc(3) �b �c �g

current errors [10] 0.70 0.63 0.61 0.77 0.89 0.78

+ PT 0.69 0.40 0.34 0.74 0.57 0.49
+ LS 0.30 0.53 0.53 0.38 0.74 0.65
+ LS2 0.14 0.35 0.53 0.20 0.65 0.43

+ PT + LS 0.28 0.17 0.21 0.30 0.27 0.21
+ PT + LS2 0.12 0.14 0.20 0.13 0.24 0.17

+ PT + LS2 + ST 0.09 0.08 0.20 0.10 0.22 0.09

ILC goal 0.30 0.70 0.60

Table 1: Projected fractional errors, in percent, for the MS QCD coupling and heavy quark
masses under di↵erent scenarios for improved analyses. The improvements considered are:
PT - addition of 4th order QCD perturbation theory, LS, LS2 - reduction of the lattice
spacing to 0.03 fm and to 0.023 fm; ST - increasing the statistics of the simulation by a
factor of 100. The last three columns convert the errors in input parameters into errors on
Higgs couplings, taking account of correlations. The bottom line gives the target values of
these errors suggested by the projections for the ILC measurement accuracies.

are presented in Table 1. This table shows the percent errors we expect in the masses
and coupling from the correlator analysis under various scenarios for improvements:
PT denotes the e↵ect of computing QCD perturbation theory through 4th order. LS
denotes the e↵ect of decreasing the lattice spacing to 0.03 fm. LS2 denotes the e↵ect
of using lattices with 0.03 fm and 0.023 fm lattice spacing. We recall that the stage
LS2 corresponds to an increase in computing power by about a factor of 100. ST
denotes the e↵ect of improving the statistics by a factor of 100. We also show percent
errors for the Higgs couplings to bb, cc, and gg, accounting for correlations among
the errors in the determination of the parameters. The last line of the table gives,
for comparison, the experimental uncertainties in the Higgs boson couplings expected
after the ILC measurements [5].

We find that reducing the lattice spacing to 0.023 fm is su�cient to bring paramet-
ric errors for the Higgs couplings below the errors expected from the full ILC. Adding
4th-order perturbation theory reduces the parametric errors further, to about half of
the expected ILC errors. Adding statistics gives a relatively small further reduction
in the errors.

These error estimates are likely conservative because they assume that there is no
further innovation in LQCD simulation methods. There already are many alterna-
tive lattice methods for extracting the QCD coupling from LQCD simulations: see,
for example, [32,40,41,42,43]. None of these methods involve heavy quark masses

14

Parametric uncertainties % dj = dGj/2Gj %

PT = O(↵4
s ) [current = O(↵3

s )]

LS = 0.030 fm [current = 0.045 fm]

ST = statistics⇥ 100

LS

2
= 0.023 fm [computing⇥ 100]
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• SM is in very good shape (within its limitations)	


• Higgs partial widths currently predicted to 2%-5% 	


• Higgs mass uncertainty important for VV* modes  
(at LHC, not ILC)	


• Predictions to 1%-2% look feasible, with big 
investments in perturbative and lattice QCD	


• Is this good enough??

Conclusions



 Thanks for 
listening!
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