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Abstract

This thesis describes how two extra dimensional scenarios may be investigated using the ATLAS
detector that is under construction at the European Organization for Nuclear Research (CERN).

In some extra dimensional scenarios, microscopic black holes may be created in the ATLAS
detector. These black holes would quickly explode and be easy to detect. However, measuring
their properties would be extremelyfidtult due to many experimental and theoretical systematic
effects. Theseftects are discussed and the ability of the ATLAS detector to accurately measure
black hole events is investigated. Methods of determining their properties are presented including
a new technique which is used to demonstrate how well the number of extra dimensions could be
measured by ATLAS.

In the second scenario, heavy gravitons may be produced. Monte Carlo studies are presented
that show how well two of its couplings could be measured. Measurements like these would be im-
portant in demonstrating that the graviton has universal coupling which is one of its characteristic
features.

In addition, there is a summary of software that has been developed for the calibration and
assembly of the semi-conductor tracker modules that comprise one of ATLAS’ sub-detectors. Due
to the module design, calibration involves collecting and analysing large amounts of data using
several diferent algorithms — calibration cannot be performed after physics data has been taken.
Detailed tests of the performance and algorithmic correctness demonstrate that this software will
be able to accurately calibrate the thousands of semi-conductor tracker modules using a modest

amount of computer hardware.
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The heavens declare the glory of God;
the skies proclaim the work of his hands.
Day after day they pour forth speech;
night after night they display knowledge.
There is no speech or language
where their voice is not heard.
Their voice goes out into all the earth,
their words to the ends of the world.
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PREFACE

Extra-dimensional models, introduced in chapier 1, are some of the more recent and exciting ideas
for extensions beyond the Standard Model. These models could give a way of understanding the
hierarchy problem (see sectipn 1]1.3) and typically predict strong gravitatifieatein the TeV
energy range. Such a prospect is very exciting as it would allow quantum gravity to be probed at
the next generation of high energy colliders.

Of course, whilst such models are intellectually interesting, to be physically meaningful, they
must be confirmed or refuted with experiments. The LHC that is currently under construction
at the European Organization for Nuclear Research (CERN) will collide two 7 TeV beams of
protons together in four large experiments. One of these is ATLAS which is a general purpose
detector that aims to discover and measure whatever physics there may be in the TeV energy
range. The construction of this experiment, introduced in chppter 2, (and the other general purpose
detector, CMS) is clearly of great importance to high-energy physics (HEP). To this end, | have
aided in the assembly of one of the tracking components of ATLAS, the semiconductor tracker
(SCT) — described in chaptgf 3. | am one of five authavbo wrote the software package
SctRodDaq that provides data acquisition and calibration for SCT detector modules. Chapter 4
gives an overview of this software and a description of the components | was most involved with.
A series of correctness and performance tests are presented that demonstrate the software is fit-
for-purpose SctRodDagq is now in use at three macro-assembly sites and also at CERN where the
entire SCT will be assembled.

The last two chapters return to extra-dimensional models. In particular, whilst it is important

and interesting to show how well ATLAS would be able to discover new particles and models,

aThe others are: A. J. Barr, B. J. Gallop, D. Robinson and A. Tricoli.
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it is also important to determine how well ATLAS would be able to measure the properties of
new particles and phenomena. Chapier 5 is a study of how well two of the couplings of massive,
narrow graviton resonances, predicted in Randall-Sundrum (RS) models, could be measured. This
is particularly pertinent for a graviton resonance as gravitons are expected to have universal cou-
plings as a model-independent feature. Such model-independent features can be very important
in these models, as the theoretical details have generally not been fully worked out. Combining
measurements of the graviton’s couplings toW- and 2Z° bosons with measurements of other
couplings would allow a test of this prediction and some discrimination against other possible
massive neutral resonances. The work in chggter 5 has been published in an abbreviated form

in [1].

Although extra-dimensional models are interesting, their relative newness means that they are
not fully developed theoretically. In part this is related to the need for a quantum theory of gravity
which is not available currently (but their sensitivity to this also makes them very interesting!).
These theoretical fliculties are very apparent in the topic of chapter 6 — microscopic black holes.
The production of microscopic black holes is one of the possibilities of large extra-dimensional
modes, first suggested by N. Arkani-Hamed, S. Dimopoulos and G. R. Dvali (ADD). However,
there are many theoretical uncertainties relating to how they would be produced and how they
would decay. In fact, it turns out that discovering black holes should be reasonably straight-
forward, but going beyond a discovery and making any sort of measurement is significantly harder.
Chaptef b discusses the theoretical uncertainties and considers a numtifsrefntlivays (some
of which are novel) of measuring the properties of black holes and includes realistic detector
effects. This study is particularly pertinent as some studies have been published which do not
consider theoretical uncertainties or experimenftdats and are thus wildly optimisticl[2]. For
one new technique, it is shown that a measurement of the number of extra dimensions and the
Planck mass is possible accounting for some of the theorefitaite and also the experimental
effects. On the experimental side, there was some concern that the fast simulation used to model

the detector would not deal well with black hole events as they tend to be rather extreme. So two
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small samples of fully simulated events have been generated and they are used to back up the fast
simulation results. The results of chagiér 6 have been submitted to the Journal of High Energy

Physics (JHEP)[3].






CHAPTER 1

Theory and Motivations

Supposing two swallows carried it together?

No, they'd have to have it on a line.

Well, simple! They'd just use a strand of creeper!
What, held under the dorsal guiding feathers?
Well, why not?

1.1 The Standard Model

The Standard Model is one of the great successest@atury physics. Its development began
shortly after the end of World War Il and the bulk of the Standard Model was complete by the
late 1970’s. The next two decades saw a period of confirmation and of precision measurements of
the Standard Model parameters. It has been extensively tested, in some cases to extremely high
precision.

The only unconfirmed part of the Standard Model is the description of mass. Recent obser-
vations have confirmed, via neutrino oscillations, that neutrd@isave mass |4,/5]. The mecha-
nisms via which their tiny masses (the electron neutrino has a mass less than 3 eV) are generated
is still controversial. Their masses are, however, so small (and unknown) that neutrinos will be
taken to be massless in this thesis. The mechanism via which the other Standard Model particles
get their masses has also not been confirmed although there are strong theoretical prejudices for
believing that this occurs via the Higgs mechanism, briefly explained in s¢ctiof 1.1.1.

The Standard Model describes all matter and interactions as due to point-like particles. Matter
consists of particles called fermions that have internal &pir-orces between fermions are medi-
ated by integer spin particles, bosons, which allow the Standard Model Lagrangian to be invariant

under local gauge transformations. These symmetries are an important and intrinsic part of the
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Standard Model. There are three main symmetries.

There is the U(1) hypercharge symmetry with the associated gauge bosomfidlde con-
served charge is hyperchargé, Next there is SU(2) isospin symmetry which couples only to
left-handed fermions. There are three associated gauge fi#id$V, andWs and the conserved
charge id3: the third component of the isospin. These first two symmetries are described by the
electroweak theory. Finally there is the SU(3) colour symmetry described by quantum chromody-
namics (QCD) which has three conserved colour charges (‘red’, ‘green’ and ‘blue’). There are 8
gauge bosons, gluons, which carry the force, called the strong force and these also have colour.

During electroweak symmetry breaking, tt and B fields mix to give the photon and®zZ
bosons which are the observed particles. The charge of the remaining U(1) symmetry is the stan-
dard electromagnetic charg®@,= Y + I.

The particle content consists of six quarks which are the only particles to feel the strong force.
There are also six fermions which do not feel the strong force. Three carry electromagnetic charge
and the other three are the neutrinos which interact only very weakly with matter.

The particle content and their gauge charges are given in[table 1.1. An interesting feature of
the Standard Model is that the fermionic particles come in three generations, with each generation
similar but with higher masses. Normal matter is made up of only the lightest generation: the u

and d quarks and electrons.

1.1.1 Higgs mechanism

Particle masses cannot be introduced into the Standard Model directly because mass terms would
break the gauge symmetries. The Higgs mechanisii [6, 7, 8] was introduced by Higgs, Englert
and Brout as a way of generating masses whilst maintaining the high energy symmetry in the
Lagrangian. This is achieved by adding two complex scalar fields (thus with four degrees of
freedom) to the Standard Model. At low energies these fields have a non-zero vacuum expectation
value and Higgs, Englert and Brout showed that this gives rise to electroweak symmetry breaking.

This process causes tBeandWs fields to mix giving the photon and®bosons and also causes
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Fermions Colour | Isospin I3 Y Q
u c t 1/2 2/3
NN
d /L s /L b /L =12 —1/3
U, Cry tm 3 0 0 | 23| 23
v v vy 12 0
(2 (L)) e e |
e /L uoL T /L -1 -1

Table 1.1: Fermionic particle content of the Standard Model.

three of the degrees of freedom to be ‘eaten’ by the W~ and 2 bosons which acquire mass as

a result. The remaining degree of freedom becomes the massive Higgs scalar. The fermions then
acquire mass through their interactions with the Higgs field, their coupling being proportional to
their mass. Note that although neutrinos can also acquire mass through this mechanism, it is not

clear whether this is the case or not. Tgblg 1.2 lists the masses of the Standard Model particles.

The Higgs mass is not predicted by the Standard Model, rather it is a parameter. However,
it enters many electroweak observables through radiative corrections. Recently D@ updated their
measurement of the top mass by re-analysing their data using a new technique. This gave a much
improved error and a slightly higher mass|[10]. As a result the world average of the top mass has
increased to 178.864.3 GeV. The new electroweak precision fit is given in figure 1.1; this fit gives
the most probable Higgs mass as 117 GeV, up from previous best fit value of 96 GeV, which has
been experimentally excluded. This new measurement therefore gives hope that the Higgs particle

will indeed be found at the LHC and ATLAS.
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(a) Quarks (b) Leptons (c) Bosons
Particle | Mass (MeV) Particle | Mass (MeV) Particle | Mass (GeV)
u 1.5-4.5 e 0.511 Y 0
d 5-8.5 u 106 W 80.4
s 80-155 T 1780 z 91.2
c 1.0-1.4GeV Ve <3eV g 0
b 4.0-4.5GeV v, <0.19 H >114
t 178+4 GeV v, <18

Table 1.2: Masses of the Standard Model particles. The Higgs particle has not been
discovered, the mass given reflects the current limit from direct discovery experiments.
Masses are taken froml[9] and are given to 3s.f.; errors are not given where they are

smaller than this.

1.1.2 W-W scattering

In the Standard Model with no Higgs boson, the amplitude for W—W scattering increases with
energy until at about 1.2 TeV it violates unitarity. Since this cannot be true, there must be some
deviation from what has already been experimentally determined in the energy range of the LHC.
Whilst measuring the W—W scattering cross section figadilt, it can be done at ATLAS in pro-
cesses such as in figre[1.2. This has been studied for some very general s¢enarios[11] and the

results suggest that ATLAS should be able to measure an important new experimental fact regard-

less of whether any of the theories that have been put forward are Gorrect

Of course, W-W scattering also provides strong theoretical grounds for favouring the Higgs

mechanism. Introducing the Higgs boson corrects the scattering amplitude so that the unitarity

bound is not violated.

8Assuming that ATLAS and the LHC are built to specification.
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Figure 1.2: W-W scattering diagram.
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1.1.3 Hierarchy problem

The hierarchy problem may be expressed in two ways. The first, known as the aesthetic hierarchy
problem, notes that there appear to be two fundamental scales in particle physics: the electroweak
scale (mass 100 GeV) and the Planck scale (mag'® GeV). Why then are these two scales so
different? Alternatively, this question could be phrased as: “Why is gravity so weak compared to
the other forces?”.

The second hierarchy problem, the technical hierarchy problem, stems from the Higgs mass.
Since the Higgs mechanism is responsible for electroweak symmetry breaking, it would seem
natural that the Higgs mass be at the electroweak scale (note that the Higgs mass is a parameter
of the Standard Model). Indeed the precision electroweak data presented in the previous section
suggest that the Higgs is of this scale. However the bare Higgs mass is modified by corrections due
to one-loop corrections such as those in figure¢ 1.3. These corrections are quadratically divergent

and must be regulated by a cffto\, that limits the integral over the loop momentum.

@ (b) (c)

Figure 1.3: Diagrams that contribute to the correction of the bare Higgs mass.

The resulting correction for fermion loops is of the form

¢ [2

2
T

(—2A% + 6 In(A/m¢) +...) (1.1)

where s is the coupling to the fermion anu; is the fermion mass. The bosonic correction is
similar but with the opposite sign for th&? term. If the Standard Model is valid up to Planck
scale energies then the natural scale fowould be the Planck scale. Therefore, to achieve a

Higgs mass of order 100 GeV, the bare mass would have have to be finely tuned to the level of 1

10



1.2 Extra dimensions

part in 13, This is the technical hierarchy problem.

1.2 Extra dimensions

Physics beyond the Standard Model can be motivated (at least, from this perspective) by the hier-
archy problem or attempts to find a common description of gravity and the Standard Model. One
of the most widely studied models beyond the Standard Model is supersymmetry which solves the
hierarchy problem.

Recall that the quadratic divergences in the Higgs mass for fermions and bosons have opposite
sign. Supersymmetry uses this to solve the hierarchy problem. It says that every fermion has a
supersymmetric bosonic partner and vice versa. The quadratic divergence for each pair of particles
will therefore cancél So far, so good, however, supersymmetry must be broken otherwise the
supersymmetric partners would have the same mass as the ‘normal’ particles — and we have not
yet observed any supersymmetric parti€leShis supersymmetry breaking is not predicted and
worse, introduces 100 new parameters to the theory. This is a heavy price to pay for the solution
of the hierarchy problem. Also, note that supersymmetry does not solve the aesthetic hierarchy
problem — it is still an &ective theory that would need to be replaced at very high energies.

However, there is another way of solving the hierarchy problem. The Higgs mass can be
stabilised if the cutfi that is introduced into the integrals is not at the Planck scale. If instead the
scale of new physics is reduced+d TeV then the hierarchy problem is solved. Extra dimensional
theories that attempt to solve this probfedo so essentially by showing that the Planck scale as
we observe it is not the fundamental scale of gravity. Rather, gravity only appears to be weak due
to the existence of one or more extra dimensions. The scale at which quantum gravity becomes

important is thus reduced and both forms of the hierarchy problem are 8olved

bThis still leaves a logarithmic divergence, but this is much less problematic.

“The bosons in the Standard Model cannot be the supersymmetric partners of (some) of the fermions due to conflicts
with precision electroweak data.

4There are extra dimensional theories that do not attempt to solve the hierarchy problem.

€Some would argue that new questions arise such as “Why are there extra dimensions?” and “Why this geometry?”.
It can equally be argued that these questions are of the same order as the question: “Why is our universe so big?”, and
no current theory provides any sort of answer to that question.

11
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There are many such extra dimensional models now, however, they have some common fea-
tures. The extra dimensions are normally compactified so that their size is quite small. This is the
reason why we do not observe the extra dimensions on everyday's@®lpially the Standard
Model fields are restricted to a §31) dimensional slice of the whole space, referred to as a brane.
This is not always the case, however, and sometimes they are allowed to extend into the whole
space, or bulk. Gravitons can always propagate into the bulk.

One of the most exciting aspects of these theories is that, if true, they would be testable at
the LHC. Not only would the extra dimensional aspect be testable, but quantum gravity would
also be observed (although predictive theories regarding that are somewhat lacking). Indeed, they
open up the possibility thatans-Planckian energies would be available in a collider. One of the
implications of this possibility is the subject of chagigr 6.

Two of these extra dimensional models are discussed below in more detail. First however, it is

useful to discuss a generic feature of compactified extra dimensions: Kaluza-Klein towers.

1.2.1 Kaluza-Klein towers

The idea of using extra dimensions to unify physical theories is not new. In 1919, Theodor Kaluza
introduced a fifth dimension in an attempt to unify Einstein’s theory of gravity with electromag-
netism. However, his fifth dimension was essentially identical to the other spacial dimensions with
no explanation for why it is not observed. Oskar Klein solved this by modifying Kaluza’s idea in
1926 to make the extra dimension compacted. Ultimately their attempts to unify gravity and elec-
tromagnetism failed, but the idea of extra, compactified dimensions remained and has been revived
recently in the models that will be presented shortly.

One interesting feature of compactified extra dimensions is they inevitably lead to a ‘tower’ of
masses for any field that is allowed to propagate in the extra dimensions. To see how this arises it
is useful to follow the example in[12]. Consider a 5 dimensional scalar fi€kix, y, z, ¢) where

¢ is the co-ordinate in the extra dimension. If the extra dimension is compactified on a circle of

fExtra dimensions as small as®m could be observed in HEP experiments if the Standard Model fields could
propagate into them.

12
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radius,R, theng = ¢ + 27R. The 5 dimensional field equation is

(62 +mP)w =0 (1.2)
whereaf.) = g—; - dd—; - % - % - ddT;. Since solutions must be periodicgnthe solution must be
of the form

Y= ot xyz)exp(ik—¢) (1.3)
JAH A Y R . .
keN
The field equation is thus
2
Z(az+n12+k—)q>k=0 (1.4)
R2
keN

which looks very much like a standard 4 dimensional field equation, but with a tower of mass
states with a separation determined by the radius of compactification.

It is often the case that the 3-brane is rigid in extra dimensional models. In this case, since
the brane breaks translational invariance in the extra dimension, there is no need to conserve
momentum in that direction. Thus it is possible to have signatures like>xdgq where the final
qguark remains on our brane but the graviton mov&to the extra dimension. Achieving such a

rigid brane is normally part of the detail of the implementation of the model.

1.2.2 ADD models

In 1998, Arkani-Hamed, Dimopoulos and Dvali (ADD)[13,/14] 15] revived interest in extra di-
mensional models by proposing a model witlextra dimensions all compacted on circles with
radiusR. Only the gravitational field propagates into the extra dimensions, the Standard Model
fields are restricted to the normal 3-bréne

Their motivation was to solve the hierarchy problem by reducing the Planck scale to the weak
scale. How this is achieved can be seen by considering the gravitational potential when the distance

between two masses is very small or very large compared with the size of the extra dimensions. If

9The mechanism via which this occurs depends on the way the model is built.

13
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two massesy andmy, are separated hywith r <« Rthen the potential is

m
V(r) ~ Gy T2 (1.5)

rn+2

whereGg,, is the gravitational constant in{4) dimensions. However, if > Rthen the potential

will be the normal Newtonian one

V(1) ~ G2 (1.6)

Requiring that these match at the boundary suggest&Ghat~ G4R" and therefore, given that
Gasn ~ M2, that

M2~ MBZ R, (L.7)

Thus, if there are enough large extra dimensions (large compared toithgdimensional Planck

scale) then the fundamental44) dimensional Planck scale can be reduced frodf G&V to the

weak scale. The weakness of gravity is thus seen as a result of the extra dimensions in which it
can propagate rather than any inherent weakness.

By requiring that the fundamental Planck scale be at the electroweak scale, the size of the
extra dimensions can be estimated. This giRes 103cm for n = 1 which is clearly ruled
out. However, fom = 2, Ris ~ 0.1-1 mm and for highen they are even smaller. Direct tests
of gravity have now reached down to the 100 level and thus extra dimensions of this type
cannot be directly ruled out far > 2. Experimental limits on ADD models will be covered in
sectior . 1.2.2]2.

Since gravity can propagate into the bulk, a Kaluza-Klein tower of graviton states emerges in
much the same way as presented in se¢tion|1.2.1. In this case, the fundamental particle, the spin-2
graviton, is massless and there is a tower of excited modes with magsesk/R, which are
normally referred to as gravitons. SinBds typically quite large in ADD models, these masses
are closely spaced and can be considered to form a continuum.

It is interesting to consider the rate of typical processes which create gravitons. From a 4

dimensional perspective, each graviton will have a coupliigMp,. Although this coupling is

14
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very small, there are many possible gravitons to couple to, so the comldtieetican be large. If
there is an energ¥;, available to the graviton, then the number of graviton modes that can interact

is (ER" and thus the interaction rate to all gravitons is

n
r- €9 @
PL
which gives
EI’]
I~ — (1.9)
MPL(4+n)

using equatiof I]7. This is not surprising, since from-a dimensional perspective, there is only
one graviton, but it will have a couplingl/MpL@4.n) giving the same rate as above. This is a
good example of a general principle: that processes may be considered in eithifethieced
dimensional theory, in which case there is a tower of graviton modes; or ir+theithensional
theory in which case there is a single, strongly coupled, massless graviton.

Of course, the discussion above glosses over many of the technical details, however it does
illustrate the most important aspects of the theory. It is also not enough merely to postulate these
extra dimensions, but models must be built to show that this can indeed be done. This has been
done in several dierent ways for ADD models but the details are not important here since the
most important phenomenology of ADD models does not depend on these details. Limits on

ADD models will be discussed shortly, but first a word on conventions.

1.2.2.1 Conventions

There are many lierent conventions for the Planck mass, even in four dimensions. A useful
review of the standard conventions can be found in [12, section 1.5.2]. An important point is that
the conventions are not all related by constants of order 1 — some of the relatiordegrendent.

In particular one common convention by Dimopoulos and Landsberg [2] is

1

n+2 _
Mol = Gy

(1.10)
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Another common convention used by ADD [15] and Giddings and Thdmas [16] is

1
Y A ———— 1.11
ADD ™ 87G,RN (1.11)

The relationship between the two conventions is therefore
MaZ, = 22"t Mpr2 (1.12)

which is increasingly dferent fromMp,, varying fromMapp = 1.3Mp, for n = 2 to Mapp =

29Mp, for n = 6. Since most studies (including the ones presented here) have been done at fixed
MpL whilst varyingn, care should be taken when comparing results wheferdnt conventions

have been used. The convention used throughout this thesis is that of Dimopoulos and Landsberg
which is hereafter referred to &8p_ (which thus refers to the (4 n) dimensional Planck scale).

Where appropriate, limits and other results have been converted to this convention.

1.2.2.2 Experimental limits

More detailed overviews of the experimental limits can be foundlin [9, 12, 17]. The main limits

are updated and summarised here using the convention that is used throughout this thesis.

Direct limits from short-scale gravity experiments: Until recently, there were no direct tests of

the inverse square nature of gravity below about 1 mm. However a modified version of Cavendish’s
torsion experiment has been carried out that is sensitive below this level. The EOT-WASH col-
laboration found an upper limit on the size of the extra dimensions ofudHa8,[19]. This
corresponds to a limit oMp. > 1.5 TeV forn = 2. Forn > 2, the extra dimensions are too small

to be detected in mechanical experiments.

Collider searches: The main constraints from colliders come from searches for direct produc-

tion of gravitons. In these signals, the gravitons are not detected but are observed as missing
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energy. These signatures can be distinguished from other models with missing energy (such as
supersymmetry) since the gravitons do not have a single mass, but instead form a continuum.

Currently the most competitive measurements from LEP come from the L3 collaboration [20],
although the results are similar for the other experiménis [21, 22, 23, 24]. Their limitsares
1.3TeV,Mp_ > 0.46 TeV,Mp_ > 0.25TeV forn = 2, 4 and 6 respectively.

The limits from the two Tevatron experiments are not as good for low values lodit are
competitive for high value§[25, 26]. The limits from CDF avi» > 0.95 TeV,Mp. > 0.4 TeV,
MpL > 0.28 TeV forn = 2, 4 and 6 respectively; the limits from D@ are slightly worse.

Finally, it is possible to place limits ollp_ from the dfects of virtual gravitons on precision
measurements. However these limits are always model dependent and it is normally possible to
construct the model in such a way as to avoid them. Typical values for these limitipgrel TeV.

These limits are summarised in [27].

Cosmic rays: Limits from cosmic rays arise from the non-observation of black holes and the
accompanying reduction in neutrino events. These put limits of: 0.4-0.6 Te¥ for5 [28]
(depending on the assumptions made) with similar results for laxgétowever, there is some
disagreement with how reliable these limits are, for instance ARN[29] reduces the limit to 0.2—

0.4TeV forn = 5.

Cosmological constraints: Limits from cosmology are the most constraining of all limits. Since
the lowest mass gravitons are very light, they can be produced in many cosmological processes. A
sample of some of the constraints is given. More details can be found in the reviews[9, 12, 17].
Cooling of the supernova SN1987A by graviton emission into the bulk put limitdgn30].
They are: MpL = 45TeV,Mp_ = 3TeV,Mp. = 1TeV forn = 2, 3 and 4. There are many
uncertainties associated with this analysis, but is seem$itha? is strongly disfavoured whilst
TeV scalen = 3 or 4 is still possible.
Cosmological processes that generate many gravitons are also susceptible to limits from de-

cays of gravitons into Standard Model particles. For low mass gravitons the dominant mode is
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G — yvy thus limits arise from carefully measured photon energy distributions. This puts a limit
of 1% on the total amount of energy emitted into gravitons by all supernovae in the history of
universe. This givedlp. = 60 TeV andMp_ > 3TeV forn = 2 and 3[[31]. A similar study into

the photon flux from neutron star haloes givds_ > 450 TeV forn = 2 andMp_ = 17 TeV for
n=3[32].

Limits can also be obtained by requiring that gravitons do not cause the universe to become
matter dominated too early which would give a lifetime of the universe that is too low. The results
depend on the assumption that QCfeets are negligible below a temperature~df00 MeV (a
conservative assumption) [33]. These gMe, = 65TeV,Mp. = 4TeV andMp, = 0.7 TeV for
n=2,3and4.

Finally, the strongest cosmological limits come from requiring that neutron stars are not ex-
cessively heated by the decay products of gravitons trapped in them. Slightly higher temperatures
than are expected have been observed, but the heating due to graviton decay can be much larger.

The limits areMp, > 1300 TeV forn = 2 andMp > 30 TeV forn = 3 [32].

Future constraints ATLAS will be able to perform studies similar to those which CDF and D&
have donei.e. searching for 1 jet missing energy. This will allowMp_ to be measured if it is
betweenMp, = 3.6-8.1TeV,Mp, = 2.8-4.4TeV,Mp. = 2.5-3.0TeV forn = 2, 3 and 4 with

100 fot of luminosity [32]. The lower limits arise becauseMfs| is too low, ATLAS will probe

Planck scale physics which could give the same signature. If extra dimensions were observed, it

would be possible to run at a lower energy to reduce these lower limits.

Of all of these limits, the cosmological ones are the most constraining. Although they are
all subject to some assumptions and uncertainty, they are strong enough to rule out the straight-
forward ADD model fom = 2 and 3. However, of those bounds, the ones that rely on decay back to
our brane (such as the limits fronfiise cosmic gamma radiation) are somewhat model dependent
and can be relaxed (for instance, see [35]). All of the cosmological limits rely on the prediction of

ADD that there are a large number of very light graviton modes, say, less than 100 MeV. Models
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have been constructed that move the lightest mode vi@dGeV [36] by changing the geometry

of the extra dimensions. In this case, all cosmological constraints are avoided.

1.2.3 Randall-Sundrum models

The Randall-Sundrum (RS) scenariol[37] was introduced recently and has generated much interest.
Like the ADD model, it uses extra dimensions to try to explain the hierarchy problem, but, rather

than adding flat extra dimensions, they add a curved, or warped, extra dimension.

The basic RS model adds one extra dimension with a non-factorisable geometry. The extra
dimension is compactified on a half circle. ¢ — 27+ ¢ and¢ — —¢, whereg is the co-ordinate

in the extra dimension. The metric is

ds® = e ey | dxtdx” + r2dg? (1.13)

wherek is a scale, order of the Planck scale, which determines the curvature of the extra dimension;
rc is the radius of compactification;* are the usual co-ordinates in four dimension gpds the
four dimensional Minkowski metric. The RS model is a solution of Einstein’s equations with two
3-branes; one at = 0 and the other at = 7. Our universe is on the 3-branegat .

It is important to note the exponential factor, sometimes called the warp factor, in front of the
normal 4 dimensional metric. This implies that moving in the extra dimension causes exponential
changes in the length scale of the other four dimensions. This exponential factor generates large

differences in scale for small inputs. On our brane it generates a new/gale,
Ay = Mp e Kom (1.14)

For the RS model to solve the hierarchy problexpshould be~TeV; normally the limitA, <
10 TeV is chosen. This requirés. ~ 12 and thus the size of the extra dimensions is small (but

still larger than 1k) compared to the fundamental scale. In these equatMpssjs the reduced 4
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dimensional Planck scale

, _ M3 2%
MPL - T[l - e_ I'cﬂ] (115)

andM is the 5 dimensional, fundamental, Planck scale. NoteNtatis not much diferent from
the 5 dimensional scale (sinke. > 1) and as will be mentioned later, is related to the observed

strength of (normal) gravity. Thus, in this scenatity, ~ 10°1°GeV.

Although the discussion in sectipn 12.1 is not valid (because the geometry is non-factorisable),
a Kaluza-Klein tower of graviton states is still created [38, 39]. The masses of the graviton reso-
nances are given by

My = K¥€ " = Xq(K/MpL) A (1.16)

wherex, are the roots of the Bessel functiox, (= 3.8, 7.0, 10.2 fom = 1, 2, 3). The graviton
resonances are therefore alsdeV. There are two free parameters in RS which are normally
chosen to be eithen, andA, or m, andk/Mpy; they are trivially related by equatipn 1]16. On our
brane the massive graviton resonances couple with strepgthtd the energy-momentum tensor.

This universal coupling is typical of gravitational interactions and will motivate the analysis in
chaptef b. An interesting feature of this model is that the zero mode graviton, the massless state,
couples with strength/Mp_, thus cosmological gravity is still weak as required. This situation is
reversed for the other 3-brane — there the zero mode is strong and the excited modes are weak. In
performing the derivations of these equations, it is necessary for the bulk curvature not to be too
large. This requires th&/Mp_ < 1 and normallyk/Mp_ < 0.1 is used[40]. RS models can also

be motivated from string theory. There the Planck mass can be related to the string scale and this

leads to the suggestion of low valueskgMp_, typically ~0.01 [40].

The RS scenario is therefore very distinct from the ADD scenario. Rather than the continuum
of weakly interacting gravitational modes in ADD, there are massive strongly interacting modes.

The width of the graviton resonances is given by

T'n = pmaxi(k/Mpy)? (1.17)
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wherep is a constant that depends on the number of open decay channels. For the preferred, small
values ofk/Mp_, the width can therefore be very narrow.

The distinctive phenomenology of the standard RS model is therefore of mas3ie¥)(
graviton resonances with narrow widths and which are widely separated. Since the gravitons
can be produced directly on resonance, they will decay back to Standard Model particles (assum-
ing that there are no other decay routes). Again, this is quiferdnt from the ADD scenario
where, belowMp|, graviton emission into the bulk is the most promising probe of the model. This
feature would allow the graviton couplings to the Standard Model particles to be measured, which
would be an important test of whether the resonance is indeed a graviton and also of the universal
coupling that would be expected.

There are many variations on this model. For instance, although the basic RS model restricts
the Standard Model field to the brane, models have been created where the gauge fields propagate
into the bulk and also the fermion fields. Supersymmetry may be added and the second brane can
be moved to infinity and may additionally have positive tension. For a review, see [41]. For the

interests of this thesis however, only the basic RS model is considered.

1.2.3.1 Experimental limits

Unlike the ADD scenario, RS models are not constrained by cosmological measurements. This
is because the first excited graviton state-i®V and is thus too heavy to be produced in most
cosmological situations. Instead, the most stringent limits come from collider experiments and

precision electroweak observables.

Collider limits:  Limits on RS models come from the D@ and CDF collaborations operating at
the Tevatron collider. Currently the best limits are from D@ who recently released preliminary
results which are shown in figufe 1.4[42]. CDF has similar but slightly worse preliminary re-
sults [43]. Prior to these, the best limits were obtained by adapting the results of the CDF and D@

searches for Zresonance$ [44, 45] (this was the approach taken in [1]).
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Figure 1.4: D@ limits on RS models. Adapted from [42].

Electroweak observables: Gravitons enter into precision electroweak variables through higher-
order loop diagrams, but these are, in principle, dependent on the full theory. Since the RS model is
an dfective theory, only valid up to the Planck scale, a cfiithaust be introduced into the integral

over the graviton momentum. The limits obtained are then dependent on thif botr@ver they

suggest that low mass gravitons and low valuels/&dp. are excluded[40].

Future limits:  Studies have shown that ATLAS will be able to explore all of the allowed param-
eter space and would be able to detect gravitons of mass up to 2 TeV even for the worst case with
k/MpL = 0.01. The spin-2 nature of the graviton could be determined up to a mass of 1.7 TeV [46].

This study is closely related to the material in chapter 5 and is discussed further there.

These limits, combined with the theoretical requirements that<s 10TeV and 01 <

k/Mp_. < 0.1, give an allowed space for the basic RS model that is closed. This is illustrated

in figure[1.5.
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Figure 1.5: The allowed space (white) for the RS model. The limits come fromg
10 TeV (dark blue), @1 < k/Mp_ < 0.1 (light blue), electroweak observables (green)
and Tevatron limits (brown).

1.3 Summary

This chapter has introduced two classes of extra-dimensional models. The first, ADD involves
comparatively large, flat dimensions. One exciting possibility introduced by this model (by virtue
of the lowered Planck mass) is that microscopic black holes may be created at the LHC. These
black holes are the topic of chapfgr 6. The other class of model is that of L. Randall and R.
Sundrum (RS). This model, with its warped extra dimension, predicts that massive graviton res-
onances should be found in the TeV energy range. The couplings of these massive resonances is
the subject of chaptéf 5.

However, studies of such models would be a purely intellectual exercise if it were not for
building and running of experiments. The experiments that are being constructed at the LHC are
the largest, most complex, and most expensive that have been built. My contribution to one of

them, ATLAS, is the subject of the next three chapters.
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CHAPTER 2

ATLAS

We’re an anarcho-syndicalist commune. We take it in turns to act as a sort of executive
officer for the week,. ..

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the accelerator, currently under construction at CERN in
Geneva, that will provide the high energy protons for collision in the ATLAS detector. It will be
able to accelerate two beams of protons in opposite directions around a 27 km circumference ring
to an energy of 7 TeV. This is over seven times greater than the current highest energy accelerator
in the world, the Tevatron at Fermilab. The two beams of protons are caused to collide at four
points around the ring where the main experiments are situated (figlire 2.1). The total centre-of-
mass energy is 14 TeV.

The LHC will not only provide very high energy collisions, it will also provide a very high
total luminosity. The design luminosity is10* cm~2s~1 with an initial period of low luminosity
running at 012x10%*cm-2s~1. This is achieved by having very good focusing (the beam transverse
size will be 16.um) and a very high interaction frequency of 40 MHz. Achieving such a high
luminosity will be a challenge — it is worth noting that the Tevatron currently achieves peak
luminosities of about 13 cm~2s~1 (although this is limited by the Tevatron’s use of anti-protons).

These machine parameters mean that the experiments will have large numbers of very high en-
ergy events that can be analysed to find new physics. It does also provide a number of challenges:
notably the high interaction rate puts constraints on event selection (see §ectibn 2.2 filirzad o

data storage and analysis. The high luminosity also comes with a price: ther2Jirgeractions
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Figure 2.1: Schematic of the LHC layout.

per bunch crossing which gives rise to pile-up — low energy events which can mask the high
energy events that are of interest. Nevertheless, it is up to the experiments to show that they can

deal with these problems and make the most of the opportunities that the LHC provides.

2.2 The ATLAS detector

ATLAS, which ‘stands for’: A Toroidal LHC ApparatuS, is one of two general purpose experi-
ments currently being built at the LHC. ATLAS is the largest particle physics detector ever assem-
bled, with a length of 44 m and a diameter of 22 @ schematic overview is given in figyre R.2.

ATLAS is designed for a wide-range of physics signals, but the most important are:

Higgs boson: Finding the Higgs boson and measuring its properties is one of ATLAS’ principle
aims. ATLAS can discover the Higgs boson with 30%lof data over the complete expected

mass range, from 100-1000 GeV. The discovery potential is shown in figiire 2.3.

New physics: ATLAS should be sensitive to as much new physics as possible in the TeV energy

At isn't the heaviest though, CMS — the other general purpose experiment — has that distinction, with a weight of
12,000 tons.
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2.2 The ATLAS detector

Detector characteristics

Width: 44m
Diameter: 22m
Weight: 7000t

Muon Detectors Electromagnetic Calorimeters

ATLAS

Solenoid CERN AC - ATLAS V1997
Forward Calorimeters

End Cap Toroid

i Inner Detector ieldi
Barrel Torald Hadronic Calorimeters shiclding

Figure 2.2: A schematic diagram of the ATLAS detector. Frdml[47].

range. This includes supersymmetry, extra dimensions and any other possible extensions to

the Standard Model.

Electroweak physics: Measurements of the precision electroweak observables, such as the W
mass, will be important for calibrating and understanding the detector. ATLAS also ex-
pects to make competitive measurements of the top mass and to investigate gauge boson

couplings.

Strong interactions: ATLAS will investigate many QCD parameters, but perhaps most impor-
tantly, it should make new measurements of the parton distribution functions (PDFs) which
are essential for many other measurements. QCD processes also form important back-

grounds to many new physics signals and will therefore need to be well understood.

In addition to the above list, there are also active investigations into B-physics, heavy-ion physics
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and forward physics.
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Figure 2.3: Higgs discovery potential with a total luminosity of 30 From [48].

In common with many detectors at hadron-hadron machines, ATLAS has a cylindrical ge-
ometry. The usual co-ordinates are therefd®gp(z) whereR is the transverse radius from the
beamline ¢ is the azimuthal angfeandz is the distance parallel to the beamline with 0 at the
nominal interaction point.

The true rapidity,y = 12In[(E + p)/(E — p,)], of a Lorentz vector is useful quantity at
hadron-hadron colliders, where the initamomentum is unknown, sinceftérences in rapidity

are invariant under longitudinal Lorentz boosts. However, itfigalilt to measure since it requires

b¢ is defined as the angle from theaxis which points from the interaction point to the centre of the LHC ring.
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2.2 The ATLAS detector

that the particle mass be known. Instead, the pseudo-rapjdity; In[tan(@/2)], which is a good
approximation to the true rapidity in the relativistic limit, is used. Particles are often described with
the parametersp, n, ¢) and gaps between particles are given inshe plane with a separation
AR = /A2 + A¢2. The central, cylindrical part of ATLAS is called the ‘barrel’ whilst the ends
of ATLAS are referred to as ‘end-caps’ and the parts of the detector at verysfigre in the
‘forward’ region.

To achieve the above physics goals, ATLAS is designed to have excellent electron, photon,
muon and jet energy resolution over the range 10-1000 GeV with high granulasjyin It
aims to provide excellent measurement of the missing momenggmcaused by neutrinos or
other non-interacting particles (such as the lightest supersymmetric particle). It has a central inner
detector that provides tracking of charged particles and accurate momentum measurements from
1-100 GeV. Outside that are the calorimeters which measure electromagnetic and hadronic energy
and direction. They have coverage to higito give goodpr measurements and can be useful for
‘tagging’ interesting physics events. The outermost part of the detector is the muon spectrometer
which provides muon triggering and momentum measurements up to 6 TeV.

It is only possible to provide a short summary of the main components of ATLAS in this
thesis. For more information, the reader is referred to the various ATLAS technical design reports

(TDRs) [47] 48] 40] and also to the Final Design Reports which detail the changes since the TDRs.

2.2.1 Magnet systems

The magnet systems are an extremely important part of ATLAS — they even give it its name!
There are two magnets: the central solenoid which surrounds the inner detector and the toroid
system which provides a magnetic field for the muon spectrometer, see[figure 2.4. Both magnet
systems use NbTi superconductors which are cooled to 4.5 K. This choice of magnet system gives
a strong central field in the inner detector with a minimum of material. The toroidal system covers
the large volume of the muon spectrometer with a strong field and a light and open structure.

The central solenoid is a 2 Tesla magnet, 2.5m in diameter, 5.3 m long and only 45 mm thick.
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Figure 2.4: The magnet system in ATLAS.(a) shows the the magnet system, the
hadronic calorimeter acts as the return yoke for the central solefimidhows a part of
the magnetic field map through a barrel toroid. Adapted from [50], updated fram [47].

The hadronic calorimeter acts as the return yoke. Its thin design is to minimise the amount of
material introduced in front of the calorimeters, but still allows it to provide enough of a mag-
netic field for the inner detector to accurately measure the momentum of charged particles up to

100 GeV.

The toroid system provides a magnetic field in the azimuthal direction which is thus perpen-
dicular to most hard muon tracks. It is generated by 8 ‘race track’ superconducting magnets in
the barrel region and 8 similar, smaller magnets in each of the two end-caps. The barrel toroids
are immense at 25m long and 5m wide. Cooling the 1300tons of magnet system takes nearly
40 days and when on, the whole system stores 1600 MJ of energy. The average field in the muon
spectrometer is 0.6 T which, together with its large size, allows muon momenta of up to 6 TeV to

be measured.
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2.2.2 Inner detector

The inner detector aims to measure the tracks of charged particles. These measurements are very
important, allowing particle momentum (below 100 GeV), interaction vertexes (important for b-
tagging and tau reconstruction) and charge to be measured whilst helping with particle identifica-
tion. The inner detector must achieve this using the minimum amount of material. At high lumi-
nosity, there will be many charged particles crossing the inner detector, so it aims to make many
precise space-point measurements over the precision régjien.5) with high granularity. The
required spacial accuracy varies considerably with radius — very high precision measurements
are needed near the beam pipe, whilst further out, the amount of material, and cost, become more
significant. The inner detector is therefore split into three separate parts: the pixel detector and the
SCT which provide high resolution measurements and the TRT which provides continuous track-
following. An overview is given in figur€ 2]5. Significant restrictions in the design come from

the high radiation that the detectors must be able to withstand and from the readout requirements
which necessitate the readout electronics being placed within the tracking volume thus increasing
the total amount of material. The three components have been matched so that none dominates the

momentum resolution.

Barrel SCT

Pixel Detectors

Figure 2.5: The inner detector as described in the inner detector TDR. From [51].
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2.2.2.1 Pixel detector

The pixel detector is closest to the beam pipe. Its active material is depleted silicon which is in
the form of 164 x 60.8 mm detectors, each subdivided into 46,080 pixels of size& B0Oum.

The more accurate measurementRif) is to provide a better measurement of the sagitta of the
particle tracks giving a better momentum measurement. The pixel detectors are arranged into 3
barrels at radii: 50.5mm, 88.5mm and 122.5mm and 5 discs in each end-cap. The innermost
barrel, referred to as the B-layer, is removable and is physically part of the beam pipe. This layout
is somewhat dferent from the one presented in the TDRs, an update can be found in [52] and the
references therein. The readout electronics are mounted directly on the detector and compare the
electrical signal to a threshold to give a binary output. Due to cost over-runs the middle pixel layer

will not be installed in the initial ATLAS machine, it will be added at a later date.

2.2.2.2 Semiconductor tracker

At largerR, the greater area (63ncompared to 2 rhfor the pixel detector) and readout require-
ments lead to the use of silicon strip detectors. The SCT uses the same detector technology as the
pixel detector, but the detectors are®2 64 mm wafers with 8@m pitch strips. Four of these
wafers are arranged into modules with two pairs of wafers being connected end-to-end to give an
effective length of 123.2 mm. The two pairs of wafers are placed back-to-back with a small stereo

angle, 40 mrad, between them to give some measurement along the length of the strip.

As in the pixel detector, the modules are arranged to give greatest accufagy Tinere are
4 barrels coveringy| < 1.1 and 9 discs in each end-cap providing coverage olif to 2.5. As
with the pixel detector, the readout electronics compares the charge collected for each strip with
a threshold giving a binary output. The SCT is the subject of ch@pter 4 and a more complete

introduction, covering the modules, readout system and software is given in dhapter 3.
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2.2 The ATLAS detector

2.2.2.3 Transition radiation tracker

The transition radiation tracker (TRT) is a drift tube detector made up of hundreds of thousands
of ‘straws’. Each of these is 4 mm in diameter with a central gold-plated tungsten wire which is
the anode. The inside of the straw is coated with aluminium and acts as a high-voltage cathode; in
between is gas mixture of X€0,/O,. Each wire is split in two at the centre and read out at each
end to reduce the occupancy. Each of these channels gives a drift-time measurement which gives
a spatial accuracy of 140n per straw and two independent thresholds.

The lower threshold detects the charge from a minimally ionising particle. On average 36 such
measurements are expected for each particle pith> 0.5 GeV. The higher threshold detects
the transition radiation photons that are emitted whenever relativistic particles cross a boundary
between materials with flerent dielectric constants. To increase the amount of such radiation, the
gaps between the straws are filled with a polypropyleoigethylene fibre radiator. This transition
radiation helps identify particles, in particular, the pion rejection is expected tdlbé for an
electron diciency of 90%.

The TRT is arranged in a barrel that covefs< 0.7 and 18 wheels in each end-cap that extend
to |n| = 2.5. The current staged scenario envisages only 14 wheels in each end-cap with the rest
to be added later. As the staged wheels have the higfiesiverage, this decision means that

initially the TRT will only extend tan| < 2.0.

2.2.3 Calorimeters

The purpose of the calorimeters is to provide accurate measurements of the energy of electrons,
photons and jets. In addition, by measuring the transverse energy, it provides an important contri-
bution to thepr measurement (the other contributor is the muon spectrometer).

Electrons and photons interact quitéfeiently with matter compared to hadrons. They pen-
etrate much less deeply, with a length characterised by the radiation Ieagtmd have narrow
profiles. Hadronic showers are characterised by the nuclear interaction length which is typically

an order of magnitude greater thXp. ATLAS therefore, like many general purpose detectors,
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has two calorimeter systems: the electromagnetic calorimeter (ECAL) and the hadronic calorime-

ter (HCAL). The layout of these is shown in figure]2.6.

EM Accordion
Calorimeters

Hadronic Tile
Calorimeters

Forward LAr
Calorimeters

Hadronic LAr End Cap
Calorimeters

Figure 2.6: ATLAS calorimeters. From [53] (adapted from [54]).

2.2.3.1 Electromagnetic calorimeter

The ECAL is a lead-liquid argon (LAr) sampling calorimeter with accordion geometry covering
the regionp| < 3.2. It has a slightly complex geometry which is summarised in fiure 2.7 and
provides complete symmetry without azimuthal cracks. There is, however, a cragk at 1.5
where the barrel to end-cap transition occurs and a small crack & In order to provide good
particle identification (via shower shape) and shower direction, the ECAL has three longitudinal
sections, samplings, with high granularity which allows for exceltént and ¢r separation.

The ECAL has a thickness of at least %4in the barrel and 28, in the end-caps which

should keep leakage from high energy showdisX 500 GeV) to an acceptable level. As
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Figure 2.7: Geometry of the ECAL. From [54].

a sampling calorimeter, its performance is dominated by sampling fluctuations gtyigg=

8.6%/ VE(GeV)® 0.5% for electrons af = 0.3 [54].

2.2.3.2 Hadronic calorimeter

The hadronic calorimeters cover the ramge< 4.9 using a variety of dierent technologies. For
Inl < 1.7, barrel and extended barrel tile calorimeters are used while in the end-Bap|fl < 3.2)
LAr calorimeters are used, identical to those in the ECAL. In the very forward region a special
high-density LAr calorimeter is used: the forward calorimeter (FCAL). The thickness of the
HCAL is about 10 interaction lengths which should allow good containment of even the highest
energy jets and also keep punch-through to the muon system to a minimum. The reach to very
highn| is necessary to allow the use of tag jets and to provide ggadeasurements.

The tile calorimeter is a sampling calorimeter made from iron as the absorber and scintillating
tiles as the active material. The calorimeter has three longitudinal layers and the granularity is

0.1x0.1in Anp x A¢ (0.2 x 0.1 in the last layer). The FCAL consists of three sections, all using
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LAr as the active material. One of the sections uses copper whilst the other two use tungsten
to provide even higher densities. In the end-cap and forward calorimeters bgyen@.5, the
granularity is 02 x 0.2.

It is important to note that both the ECAL and HCAL are non-compensating, that is, they
respond dierently to EM and hadronic showers. Thigdience must be calibrated and accounted
for in the reconstruction software. The expected jet energy resolutieftsy 50%/ VE(GeV)®
1.8% whilst the pr performance should be = 0.39 x /3 pr(GeV) wherey. pr is the total

transverse energy in the calorimeteérs [47].

2.2.4 Muon spectrometer

The muon spectrometer is designed to accurately measure the momentum of high energy muons
(low energy muons will be measured by the inner detector) and to trigger on them. These consider-
ations, the large size of the spectrometer and cost necessitate the use of séeezal dietection
technologies. Figure 2.8 gives an overview of the layout of the muon system. The two main de-
tectors are the monitored drift tubes (MDTSs) which are used for precision measurements and the
resistive plate chambers (RPCs) which are used for triggering. At|higbathode strip cham-

bers (CSCs) and thin gap chambers (TGCs) are used for these tasks, further details can be found
in the muon TDRI55B].

The MDTs are 30 mm diameter drift tubes arranged into units called chambers. These incor-
porate a novel optical monitoring system (providing the ‘M’ in the name) to measure any physical
deformations. The single-wire resolution is expected to ben80The MDTs are arranged to be
at approximately constant

The drift time in the MDTs is longer than the 25ns event time, so they cannot be used for
triggering. Instead RPCs are used which provide a space—time resolution ok 1os An
RPC is a pair of parallel plates separated by a narrow gas gap with a high electric field. Primary
ionisation electrons from the passage of muons cause an avalanche between the plates. The signal

is read out by two sets of strips in orthogonal directions. These measurements are used in the
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Figure 2.8: End view of the muon spectrometer. Framl[55].
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level 1 trigger and also to provide a measurement in the orthogonal direction to the MDTSs.

The muon spectrometer should provide three precision measurements over thig|rartjé
(triggering for|n| < 2.4) except where there are cracks (most notably at 0 where there is a
large crack for cabling). This allows the muon momentum to be measured to 2% at 20 GeV with
good acceptance. At 1 TeV the momentum can be measured to 10% although the acceptance is

rather low (50%), but rises to nearly 90% for a 20% momentum measurement.
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2.2.5 Trigger and data acquisition

A full ATLAS event is~1 Mb compressed. Given the event rate of 40 MHz, it is clear that storing

all the data ATLAS will produce is grossly infeasible. The trigger and data acquisition (DAQ)
system is designed to reduce the rate of events that will be storetid@Hz. Even at this rate,
ATLAS will generate several petabytes of data per year. Analysing all of this data will take new
techniques and systems which are being addressed through the development of the Grid [56, 57,
58,/59/60].

Of course, the trigger and event filter system must allow the ‘interesting’ events to pass, whilst
filtering out the less interesting background and low energy events. It would be disastrous if new
physics was not discovered because the events were not recorded. To achieve the reduction in rate
of 10, requires several fierent levels of filtering, summarised in figZ.9.

The first level trigger takes place in custom hardware and uses information from single de-
tectors only. Only the calorimeters and the fast muon trigger chambers can generate a level 1
accept: tracking information cannot be used as track reconstruction would take longer than the
2.5us allowed. At level 2, the whole detector is read out but processing of the event is limited
to regions of interest (Rol) seeded by the level 1 accept. These Rol may include inner detector
tracking information. Finally, the third level, called the event filter, occurs in a processor farm
and the whole event is used to make the accept decision. For the first time, full calibration and
geometry information is available to improve the reconstruction algorithms.

Part of the trigger system will be staged which has impacts on the range of physics processes
that can be accepted. However, this should not significafithcthighpr physics which is the

subject of this thesis.

2.3 Simulation software

Simulation software is an important part of ATLAS — it is essential for understanding the detector

during the research and design phases as well as allowing physics studies to have reasonably
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realistic estimates of the performance. It will also be important once ATLAS starts taking data as
simulation will be used to help understand acceptance and selefiicierecies. Currently100
people are working on software putting it at about the same level as one the detectors.

The current version of the software is written ir-€ using object-oriented techniques. The

software forms a frameworkithena [62], within which the various stages of simulation and

Interaction rate
~1 GHz CALO MUON TRACKING
Bunch crossing
rate 40 MHz
Pipeline
'II'-FI{EI\(,E%LE}R mgmories

< 75 (100) kHz

Derandomizers

Regions of Interest | | | | | | (RF?ggcs);lt drivers
LEVEL 2 Readout buffers
TRIGGER (ROBs)
~ 1 kHz

Event builder |

I
EVENT FILTER FuII-eventc| buffers
an
~ 100 Hz processor sub-farms

Data recording

Figure 2.9: Trigger overview. From [61].
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reconstruction are run. This is based on @aadi framework|[63] used by both ATLAS and
LHCb. This software supports both full simulation, where simulated particles are tracked through
a realistic description of the detector and as many interactfexts as possible are modelled; and

fast simulation where the detector’s response to particles is parameterised.

2.3.1 Full simulation

The full simulation requires several steps and is very time consuming. First, the eventis generated,
normally by an external generator suchHaBWIG [64] or PYTHIA[65]. This is then passed to the
GEANT3 [66] program which is used to model the ATLAS detector. Recently the transition has
been made tGEANT4 [67], however, the studies in chapfer 6 uSEANTS3.

The next step is to turn theEANT information into the output of the detector, this is known
as ‘digitisation’. During this step it is possible to add electronic and other noise. The last step is
reconstruction which takes the detector output and attempts to determine the physics objects such

as tracks, electron, jets etc. This then is the starting point of physics analyses.

2.3.2 Fast simulation

The fast simulation in ATLAS is calledTLFAST. It is available as part of th&thena frame-

work although an oldeEORTRAN, version was used for the studies in chap{eAB.FAST works

by taking the output of the generator and then selecting muons; these are smeared with the ex-
pected energy and position distributions and output. All other (visible) particles are deposited on

a 01 x 0.1 5—¢ grid. A clustering algorithm is then run and electron and photons are identified
with clusters and smeared with the appropriate resolutions. The remaining clusters are marked as
jets and also smeared. The total energy in the map is used with the smeared muon momenta to de-
terminepr. This rather simplistic treatment is considerably faster than full simulation, achieving
many events per second rather than requiring many minutes per event. The resolWitiFABT

were obtained at the time of the Detector and Physics Performance TDR and were mainly based

on full simulation responses to Standard Model and Higgs events.
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2.4 Current status

Both the LHC and ATLAS are now in their construction phases and several important milestones
have been passed for both. Currently component delivery for the LHC is on target for a turn-on
in summer 2007 although there are concerns regarding the cryogenic distribution lines. A recent
picture from the ATLAS cavern is shown in figure 2.10. As can be seen, installation is well
underway with the two barrel toroids in place. The central barrel of the tile calorimeter with the
LAr calorimeter at its centre can be seen at the far end. ATLAS is aiming to finish installation
by the end of 2006 to leave 2007 free for commissioning and calibration. There are a number of
potential concerns for achieving this but these issues are being addressed and ATLAS will certainly
be ready for the LHC turn-on. As already mentioned, there are a number of parts of the ATLAS
detector that will be staged due to budget overruns. These parts of the detector will be added later
when funds are available, but certainly before high luminosity operation starts. During the first
run it is hoped that 10 ftt of luminosity will be delivered which should be enough for the Higgs
boson to be found if the ATLAS and CMS data is combined.
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Figure 2.10: A recent picture of the ATLAS cavern. Two barrel toroids are visible in the
foreground and the barrel LAr calorimeter with part of the tile calorimeter surrounding
it is visible in the background.
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CHAPTER 3

The SCT and its Readout Systems

Strange women lying in ponds distributing swords is no basis for a system of govern-
ment. Supreme executive power derives from a mandate from the masses, not from
some farcical aquatic ceremony.
The SCT was briefly introduced in sectijon 2.212.2. In this chapter, a more complete overview
of the SCT, including the module design and readout, is given so that the réle and operation of the

SctRodDaq software can be understood. This will still be a brief introduction however; for more

detailed information see the SCT TOIR[68] and the references therein.

3.1 System design

Figureg[3.1 shows the layout of the SCT. Itis divided into 4 barrels and 18 discs, 9 on each side. The

barrels are placed at radii from 300 mm to 520 mm and the largest discs cover radii 259-560 mm.
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Figure 3.1: The layout of the SCT. All 18 discs are clearly visible, but only the outer-
most (barrel 6) of the four barrels can be seen.

The individual detector units are known as ‘modules’ and there are 4088 in the whole SCT

with 2112 in the barrel and 1976 in the end-caps. The innermost barrel, lFatmiak3384 modules

aThe barrels are numbered from 3 to 6. The rationale for this is based on the pixel detector with the three pixel
barrels called the B-layer, barrel 1 and barrel 2.
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whilst the outermost, barrel 6, has 672. The discs have between 52 and 132 modules each.

3.2 Detector modules

The individual detector modulksre made from four silicon wafers arranged into two back-to-
back pairs. Each wafer has 768 stripsu8® pitch and 61.6 mm long. Thefective strip length

is doubled by daisy-chaining each pair of wafers with wire-bonds together giving a length of
123.2mm. One pair of wafers is aligned with the beam direction whilst the other pdisét at

a 40 mrad angfeto provide some measurement in thdirection. A technical description of the
detector wafers can be found in [70].

Readout of the detectors is handled by AB€D3TA application specific integrated circuits
(ASICs) [71] which are manufactured using the radiation hard DMILL pro¢e$s[i2, 73]. Each
ABCD3TA chip can read out 128 channels thus six are needed to read out each side of the detector.
They are mounted on a wrap-around electronics hybrid. This thermally decouples the ASICs from
the wafers which will be cooled te7 °C to reduce radiation damage and the amount of heat
generated. Figufe 3.2 shows a picture of a barrel module in which the main features can be seen.
End-cap modules are geometricallyfdient but are electrically similar (they have more redundant
links).

A block diagram of theABCD3TA ASIC is shown in figur¢ 3]3. The most important thing to
note is that the readout is binary: the charge collected on each strip in each event is compared to
a threshold value by a discriminator circuit. If the charge is greater than the threshold, then a hit
is recorded and stored in the first-in-first-out (FIFOJtbu If a trigger level 1 accept command
is received for that event, then the hit will be read out. Each side of the detector has a separate
readout link but they share a common command link.

EachABCD3TA has a number of configurable parameters. The most important is the discrim-

inator threshold value. In addition, it was found that there were significant channel-to-channel

bThe details presented here correspond to barrel modules; some of these details are modified for some of the end-cap
modules.
¢Compare this to the much larger angles’in/[69].
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Figure 3.2: A photograph of a barrel module. The main features can be seen including
the 40 mrad stereo angle and the hybrid with &&D3TA chips on it. Just to the left

of the hybrid, the small gap between the two wafers can be seen. At the bottom of the
picture is the connector via which power, commands and data readout are provided.

variations in the threshold. This has been corrected for by the addition of trim digital to analogue
converters (DACs). For each channel a 4 bit number is stored that multiplies a chip-wide step value
that is determined by the trim range setting — four trim ranges are available. For each channel
this trim DAC output is added to the threshold DAC output. Thus channel-to-channel variations

can be corrected for.

To help calibrate the detector, each channel has a 100 fF calibration capacitor. The output
amplitude is controlled by an 8 bit DAC allowing a range of charges from 0 to 16 fC to be injected.
The calibration capacitors are themselves calibrated during ASIC production; these correction
factors are stored in the SCT Production Database. A 5 bit strobe delay register is also provided

that dfsets the timing of the discriminator relative to the clock signal over a 50 ns window. Finally,
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Figure 3.3: Simplified block diagram of théABCD3TA chip. From [53], adapted
from [71].

there is a mask register that can be used to prevent the readout of malfunctioning channels and two

5 bit DACs for adjusting the pre-amp bias current and the shaper current.

3.3 Readout systems

Two readout systems are available for SCT modules. The first, the electrical readout system [74,
75,[76], was designed for use during module and detector research and development. Calibration
and control using this system is provided by §t8DAQ software([77]. The optical readout system

is designed for full ATLAS. By using optical signals, it avoids the need for complicated earthing
and other electrical arrangements over #i®0 m that the signals must travel. It also supports

much higher data rates, has less material and better radiation tolerance.

3.3.1 Optical readout system

An overview of the SCT fi-detector electronics and its connections to the ATLAS trigger and

DAQ system is shown in figufe 3.4. A brief description of the main components is given followed
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by an explanation of the system operation during data taking.
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Figure 3.4: Block diagram of the optical readout system showing the connection to the
ATLAS DAQ system. The ATLAS specific components are shown in the dashed box
which denotes the contents of one electronics crate (of eight total). The modules are
connected to the BOCs in the bottom left-hand corner. Fromn [78].

3.3.1.1 BOC

The back of crate card (BOC) handles all the optical interfaces for 48 modules. Each BOC is
partnered with a ROD which it communicates with via the crate’s custom backplane. The BOC
is also the connection to the ATLAS level 2 trigger and DAQ. This connection is provided by the

S-Link [79,/80] which is the ATLAS custom high-speed optical data link.
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3.3.1.2 ROD

The readout drivers (RODs) handle most of the computational tasks involved in readout and cali-
bration. Each ROD has 5 digital signal processors (DSPs) and over 1 Gb of RAM that can be used
for these tasks. It also has a number of field programmable gate arrays (FPGAS) which are used
for data decoding and event building. Each ROD receives data from the modules via its BOC. It
decodes event data then builds it into an ATLAS standard event fragment. This is then returned to
the BOC for transmission up the S-Link. The RODs also receive triggers and pass these onto the
modules, again, via the BOC. The DSPs are particularly useful during calibration as they can be
used to scan over module parameters and histogram the results. During ATLAS running, they will

be useful as data monitoring tools.

3.3.13 TIM

The TTC information module (TIM) receives triggers from the ATLAS trigger, timing and control
(TTC) system and distributes them to the RODs via the backplane. It can also generate internal
synchronised triggers for use during calibration and testing. The TIM also receives the clock from
the TTC system thus ensuring that all components are synchronised or can generate an internal

clock if no TTC system is available.

3.3.1.4 RCC

The ROD crate controller (RCC), which is a single board computer (SBC), is a standard PC with a
VME interface that is mounted in the crate. It is used for initialising and configuring the dther o
detector electronics. During calibration, it is used for controlling the operation of the electronics
and modules. During data taking it can be used for data monitoring where a fraction of events are
delivered to it from the RODs via the VME bus. It is externally connected via a 100 Mbit ethernet

connection.
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3.3.1.5 Crate

Each crate contains 1 RCC, 1 TIM and up to 16 RODs and BOCs providing readout and control for
up to 768 modules. The components are all connected via the backplane using custom connections

with a VME bus providing control to the RCC. In total there will be eight crates.

3.3.16 TTC

The trigger, timing and control (TTC) system is the ATLAS system that provides the clock and
level 1 triggers to the sub-detectors. The TCC is the interface between the TIM and the TTC

system.

3.3.1.7 ROS

The readout system (ROS) is part of the ATLAS trigger and DAQ system. It receives event frag-
ments via the S-Links and passes the data to the level 2 trigger processors based on the regions of
interest (Rol). If the event passes the level 2 trigger, the fragments are built into a whole event and

passed onto the 3rd level event filter.

3.3.1.8 System operation

When the system is switched on, the RCC is used to initialise and configure the other electronic
hardware. It also loads the module configurations from external storage and passes these to the
RODs. When data taking has started, level 1 triggers are received in each crate by the TIM. This
fans the signal out to the RODs which issue the trigger to the modules via the BOCs. The modules
return their data to the BOCs which pass them back to the RODs. The RODs decode the hit data
and reformat it into event fragments. These are sent back to the BOCs for transmission over the
S-Link to the ROS and the level 2 triggBAQ system. A fraction of these events can be passed

to the DSPs or RCC where they can be analysed to monitor the performance and report statistics.
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3.4 Module characterisation and calibration

Before discussing characterisation and calibration, it will be useful to understand a little about how
a silicon detector actually works. The silicon is depleted of charge carriers by reverse biasing it.
As a charged particle passes through it releases a small amount of energy according to a Landau
distribution [81]. This creates electron-hole pairs which are separated by the same electric field
that biases the detector and are then collected on the strips; this is the inputARGRAEA readout

chips.

Imperfect charge collection and other sources of noise (such as electronic noise in the preamp
circuits) are roughly Gaussian so the charge distribution seen by the threshold discriminator circuit
is an ‘improved Landau’ distribution: a Landau convolved with a Gaussian. These noise sources
can also cause a hit to be registered even if there is none. This is knowisaccupancgnd is

a key measure of the detector’s performance.

The occupancyy, for a given threshold can be easily calculated

p= ft P(Q)dQ (3.1)

whereP(Q) is the charge probability distribution aht the threshold. This is shown in figure3.5a

for a minimally-ionising particle (MIP) and in figufe 3.5b for the calibration charge which, since it
provides a fixed charge, will have a Gaussian charge distribution determined by the noise. Typical
values for a MIP are a most probable value of 3.6 fC with a width parameter of 0.17 fC and noise
around 0.2 fC. The noise occupancy charge distribution has a mean just above 0 fC with a width

of 0.15fC.

The specificatior [68] for the SCT is that the detectors should havéiaieecy greater than
99% with a noise occupancy less thax 807, This leads to a nominal operating threshold of
about 1fC. Setting such a threshold that is constant across all the channels is one of the most

important tasks of the calibration software.

The basic unit of much of the characterisation and calibration is the ‘threshold scan’. This
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s 6 7 8
Charge (fC) Charge (fC)
() (b)
Figure 3.5: A schematic showing the charge distributions (thin, solid lines{dpa MIP
and(b) a calibration pulse. The thick solid lines show the expected average occupancies

as a function of threshold for these charge distributions (calculated from eqpatfion 3.1).
The noise occupancy charge distribution (dashed line) is also shown.

involves using the calibration capacitor to inject a known charge and sending a large number of
level 1 triggers for each value of the threshold DAC. The average occupancy then has a shape like
the bold line in figur¢ 3]5b. By fitting the occupancy data with a complementary error function,
the mean threshold.é. the 50% occupancy pointl,, and the width (often referred to as output

noise),ny, can be found. At the mean threshold, the charge is equal to the injected dbarge,
t=1ty atQ = Qca

The threshold is not normally set as a charge, but as the voltage output by the threshold DAC
(one DAC bit corresponds to a nominal voltage of 2.5 mV). The relationship between the voltage at
the discriminator and the charge seen byARED3TA input is initially unknown. This relationship
is known as the response curve and is typically slightly non-linear. Each threshold scan gives one
point on the response curve — the mean threshold corresponds to the injected charge. Therefore,
by performing a series of threshold scans witfiedent injected charges, the response curve can be
determined. Once the response curve has been found, the threshold DAC can be set to correspond

to a given charge (such as the nominal operating charge of 1 fC).
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The calibration must also determine the trim DAC settings. This is a complex procedure that
involves performing many threshold scans for a fixed injected charge (normally 1 fCfkeneait
trim DAC and range settings. The analysis then determines what settings of the trim DACs and
trim ranges (these can be set independently feiedint chips) would give the same measured
mean charge for all the channels in a chip or even for a whole module.

Another key performance measure of a module is its time walk. Time walk is defined as the
maximum diference in the time the discriminator registers a hit for calibration charges between
1.25fC and 10fC. The time walk must be less than 16 ns so that, given the pre-amp rise-time
of 10 ns, there will be an unambiguous association of a hit with an event (the beam crossing
separation time is 25ns). Time walk is measured using the strobe delay scan. The strobe delay
scan involves measuring the average occupancy fierdint values of the strobe delay, which is
the time delay between the clock and the discriminator readout. By performing strobe delay scans
for different calibration charges the time walk can be measured.

Whilst doing this, the calibration must check for channels that are performing incorrectly. The
very worst channels are maskefl o that they don’t add to the average occupancy). A full char-
acterisation therefore involves running a number of additional tests to check that all aspects of the
modules are performing correctly. These include checking the electrical and optical connections
to the module; testing the redundant links and looking for defects in the pipeline memory and
de-randomising Hitiers.

This characterisation and calibration is a complicated task. It is especifiijuttidue to the
large numbers of modules that must be tested. Testing must be done frequently, during macro-
assembly to ensure that the modules have been mounted correctly and not damaged and during
ATLAS running the modules will change with time due to radiation damage. The software to

perform this taskSctRodDagq, is the subject of the next chapter.
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CHAPTER 4

SctRodDaq: Data Acquisition and Calibration

Software for SCT Macro-Assembly

What. .. is the air speed velocity of an unladen swallow?
What do you mean? An African or European swallow?

This chapter presents tls&tRodDaq softwarel[82] which provides data acquisition and cal-
ibration for the SCT using the optical readout system. A high-level overview of the design and
implementation ofSctRodDaq is given followed by the results of tests that prove the software is
fit-for-purpose. This software was written together with Alan Barr, Bruce Gallop, Dave Robinson
and Alessandro Tricoli and many other people contributed in various ways. They are listed in the
Acknowledgements. This chapter concentrates on the areas in which | contributed significantly,
namely the analysis and control sub-system (see fijgufe 4.1). For detailed descriptions of the other
components see, for instance,|[83]. The design and studies presented here i&tafoitbag
version 3.0. Version 3.01 is the version in current use at the macro-assembly sites in Oxford, Liv-
erpool and Nikhef and tliers from 3.0 primarily in some features used in the hardware interface.
This part of the code is not discussed in detail so the conclusions and detail of this chapter are not

materially altered.

4.1 Aims

For many years, the SCT community has usedSEEDAQ [/ 7] software for calibration and data-
acquisition of detectors, modules, hybrids and at testbeam. However, it is intimately connected

to the electrical readout system. For macro-assembly and final ATLAS, it was therefore neces-
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sary that new software be developed to perform calibration and data-acquisition using the optical
readout system.

The aims ofSctRodDaq software are to:

1. Provide data readout and calibration control of modules via the optical readout system:

This is the essential requirement that necessitates writing a completely new software sys-

tem.

2. Allow full calibration of the modules using the tests in the Electrical Test Specifications [84]:

This is the primary use-case for macro-assembly. It is essential to check that when modules
have been mounted on a barrel or a disc that they still work and that there is no degradation

in performance compared to the reception fests

3. Scale to at least a full barrel using a reasonable amount of computer hardware:

The largest single unit during macro-assembly will be barrel 6 with 672 modules. A full
characterisation sequence for this barrel would generate as much as 17 Gb of data which
would all have to be analysed in a reasonably short time (see further discussion in sec-
tion[4.8.3). Whilst it is not clear what a ‘reasonable’ amount of hardware is, clearly a room

full of PCs would be unacceptable.

4. Integration with the ATLAS online software:

The system developed should be capable of developing into a system for final ATLAS. It
is therefore essential to integrate with the ATLAS online software. This should also allow

maximum re-use of existing development.

5. Robustness:

Macro-assembly will be operating under extremely tight time constPagatghe software

must be stable and dependable.

a8Modules are tested when they arrive at the assembly institution S€iTBAQ. These tests include a standard
characterisation sequence and are referred to as reception tests.
blt is currently one of the items on the critical path for ATLAS installation.

54



4.2 Overview

6. Code quality and maintainabilfty

SctRodDaq must be well designed and written so that it will remain usable for many years
despite the major revisions that will be required to keep track of developments within
ATLAS. Hence designing for change by using techniques such as modularity and inter-
faces is important. Also, since three of the five authors are students, it is extremely likely
that its development and maintenance will be passed onto others. Therefore code quality,

readability, maintainability and documentation are of the highest importance.

Of course, it is not enough to merely claim that the software meets these requirements. De-
veloping the testing systems to prove that these aims have been met was an important part of the

development. The results of this testing are presented in sectidns 4.7 and 4.8.

4.2 Overview

SctRodDaq is a large system; it currently comprises over 100,000 lines of+;,Qava and In-
terface Definition Language (IDL) coflevhich represents about 4 person-years of work. The
scalability requirement immediately implied that the software had to be distributed across mul-
tiple computers rather than the single computer desighC@DAQ. This of course requires that
SctRodDaq be split into multiple processes, which fitted well with the multi-author, geographi-
cally distributed nature of the development team! Figuré 4.1 gives a high-level overview of the
design with the arrows indicating the main direction of interactions. Sdt#RodDag boxes (in

blue) correspond to individual processes which will be explained in the following sections.

®Many authors have written on the importance of this. Consider for instance these quotes_frort6(85]of
software’s dollar is spent on maintenance, and 60% of that maintenance is enhancendttihderstanding the
existing product consumes roughly 30% of the total maintenance time.”

4These figures were estimated from the ‘sclc’ scfipi [86] and exclude blank lines and comments.
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Figure 4.1: Schematic overview of thectRodDaq software.

4.2.1 Functional overview

4.2.1.1 SctApi

SctApi is the interface between the software system and the hardware and thus is responsible
for communications with the BOCs, RODs and TIMs and via them, the actual modules. In its
current state, it can control a single crate and runs on the RCC, communicating with the various
electronics via the VME bus. It provides an external application programming interface (API) that
can be used to scan over various variables in order to characterise module performance. It outputs
the data in a standard form to the analysis sub-system. SctApi provides many other features such
as interactions with the detector control system (DCS) and scans over BOC parameters that are

not relevant to this thesis. A complete description can be fourid In [83].
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4.2.1.2 Configuration Service

The Configuration Service reads in the configuration of the electronics (RODs and BOCs) and
the modules from a set of eXtensible Markup Language (XML) files. This configuration is then
gueried by SctApi which actually sets the configurations of the various components and is also
used by the graphical user interface (GUI) to display the module layout. Also contained in the
configuration are mappings to the various geographical and channel layouts (a module can be

identified in at least five dierent ways!).

4.2.1.3 Calibration Controller

SctApi provides an interface for performing scans, however to fully characterise a module it is
necessary to do groups of scans with some variable modified between each. These are referred
to as ‘tests’. The Calibration Controller is responsible for performing tests and for updating the
module configurations on the basis of the tests. It also informs the rest of the analysis system
of what the user requested so that the appropriate analyses can be performed when the data is
available. Finally, it currently includes the RunController which is the external interface to the

ATLAS online software.

4.2.1.4 Fitting Service

The Fitting Service takes the raw scan data output by SctApi and fits functional forms to it. For
instance, scans over discriminator threshold have a typical ‘S-curve’ shape that can be fitted with
a complementary error function. This data is used in many of the analyses. The Fitting Service is

described in more detail in sectibn 4.4.

4.2.1.5 Analysis Service

The Analysis Service analyses the data based on what the user requested, using raw scan data
andor the output of the Fitting Service. It supports the analyses in the Electrical Test Specifica-

tions [84], but tries to match the most rec6QTDAQ version, 3.42. The analyses check for defects

57



SctRodDag

which may be present and also measure the performance of the modules. The output is returned
to the Calibration Controller which uses it to update the configurations. The Analysis Service also
outputs summary data that is suitable for being uploaded to the SCT Production Database. The

Analysis Service is described in more detail in sedfiof 4.5.

4.2.1.6 Archiving Service

The Archiving Service collects all the data that the other services produce and stores it to disk in
a form suitable for long-term storage. It currently writes an XML-styile that should be robust

to version changes and, if necessary, is human editable.

4.2.1.7 Graphical User Interface

The graphical user interface (GUI) presents the data in a simple way allowing the user to see at a
glance all the modules on a barrel or disc (see the screenshot in[figure 4.2). If desired, any of the
data produced may be viewed as can the hardware configurations. The GUI is also the interface to
the SCT Production Database allowing both uploads and downloads. The GUI can display DCS

information using the same display allowing easy identification with modules. It also has scripting

support to allow direct access to all the components in the system.

4.2.2 ATLAS online software

As discussed in the aims, it was important (as well as easier!) to use the ATLAS online software.
The online software has many components and much more information can be found on their web

pagesl[87]. Here | present a brief overview of the components that were uSetRiondDag.

¢l refer to it as ‘XML-style’ since the file is not generated by a compliant XML tool, there is therefore no guarantee
that the files produced are valid XML. The Archiving Service is under review for future versions and this aspect of its
operation may well be improved.
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Figure 4.2: A screenshot of th6ctRodDaq GUI. The central portion shows a (simu-
lated) fully populated barrel 6 which has been unwrapped. The colours in the screenshot
indicate values of the gain measured during a response curve test (see[sectjon 4.5.5).
This view highlights those modules that may have problems.

4.2.2.1 Inter-Process Communication

This is the lowest level component of the online software, providing for the most important and
basic requirement for a distributed system — namely that processes can communicate easily and
efficiently. Inter-Process Communication (IPC) is a wrapper around a Common Object Request
Broker Architecture (CORBA) implementation. CORBA is an open standard for cross-platform
inter-process communication which has been written by the Object Management Group (OMG),
an open industry-wide consortium. As it is just a standard, an implementation must be obtained
of which there are many. The advantage is that since CORBA is an open standard, CORBA-

compliant implementations are guaranteed to work together.

A process, the server application, makes available an external interface which is defined in
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IDL. The CORBA implementation contains a ‘stubber’ that converts the IDL into a target lan-
guage such as+; this hides all the complexity of actually performing the inter-process com-
munication. A client application can access the interface on the server by using a copy of the
IDL file which is turned into code by a stubber in much the same way (nhote that the CORBA
implementation used by the client and the server do not have to be the same). Clients and servers
are contacted via an identifier that is world-unique. This means that processes can communicate,
via the internet, to anywhere in the world if this is required. A complete description of CORBA

is given in the specifications [88]; more pedagogical introductions can be found at the OMG and
CORBA websiteg[89, 90] or in any of the many books on the subject.

Up to version 00-20-00, the online software used the CORBA implementation from Xerox; the
Inter-Language Unification system (ILU)[91]. In 1997, when this decision was made, ILU was
one of the few freely available CORBA implementations. Itisn't strictly CORBA compliant, rather
it understands IDL and translates it internally into its own language. In particular the output code
is not CORBA compliant which has important implications for the future&sotRodDaq since,
from version 00-21-00, the online software has moved to a new implementation, omniOrb [92],
which is CORBA compliant. This is discussed further in sedtion]4.10.

All of the main components irtctRodDaq provide interfaces using IPC. These allow the
user or the GUI to find out status information or to modify their behaviour (such as the analytic
threshold scan fitting discussed in section 4.4.1.2). A number of utility programs are available

which use these interfaces, such as the ‘Re-Analyser’ which uses them to re-analyse old data.

4.2.2.2 Information Service

The Information Service (IS) acts rather like a message board. Information providers can add,
change or remove information from the board and interested clients can read the information that
is there. Unlike a message board, clients and subscribe to receive natifications about changes that
they are interested in. The IS server acts as the message board and there can be many of these

(distinguished by dferent names). The server maintains the information until it quits but can also
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save its state to disk.

IS passes the information around as XML-style strings — in fact the IS server treats these
as entirely opaque blocks of data. IS includes client-side libraries that can corvertl&sses
to and from these XML-style strings. This has important performance implications, discussed in
sectior’ 4.33.

The Information Service is used extensively witlsiatRodDaq for two main purposes. IS
is used as an event mechanism to inform services such as the Fitting, Analysis and Archiving
Services that new data is available. This is discussed further in sgctioh 4.2.3. IS is also used by

processes such as the Calibration Controller to publish their status information.

4.2.2.3 Message Reporting Service

The Message Reporting Service (MRS) provides a mechanism for processes to report what is
happening with a variety of ffierent levels of verbosity. This information can then be presented
to the user and is also logged. The programsdmRodDag use MRS to report informative,

diagnostic and error messages.

4.2.2.4 Configuration databases

The Configuration databases (not to be confused with the Configuration Sen&ceRodDaq)
provide a way to describe the software, the processes and the computers they must run on. This

information is then used by the online software to start the processes on the appropriate machines.

4.2.3 Data flow

The flow of data througSctRodDaq is described in figurg 4.3. The process starts when the user
requests a ‘test’ using the GUI. The GUI forwards this to the Calibration Controller which breaks
the test down into a sequence of scans. It records the request so that the rest of the analysis system

can discover what the user wanted.
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Figure 4.3: The analysis sub-system data chain.

The Calibration Controller then instructs SctApi to perform the scans. When each scan fin-
ishes, SctApi writes out the raw scan data to a file; one file for each module in the scan. Simulta-
neously, a record of this file is sent to IS (the implementation of this usefQhsy$stem described
in sectior] 4.33).

The IS server sends a message to the Fitting Service. If appropriate, the Fitting Service reads
the dathand does the fitting, writing the data to file (again, one per module) and recording that
event in a diferent IS server.

The Analysis Service is notified of both raw scan data and fitted data arriving in the 1S servers.
When it has all the data it needs to perform the analysis for one module, it reads in all the data and
performs the analysis. The data is written to a file with a notification sent to a third IS server.

When the Calibration Controller receives an event saying that the Analysis Service has finished
analysing a module, it reads in the output and updates the module’s configuration appropriately.
When the data for all modules have been analysed, the Calibration Controller ends the test and

returns control to the user.

fThe files are stored in an network file system (NFS) directory which handles the transferring of the data between
different computers. This is discussed in se.3.3.
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The Archiving Service responds to events from all of the IS servers and saves the data to
long-term storage. The GUI also has access to all the IS servers and can use this to show the test

progress and to display plots to the user.

4.3 Design and implementation

4.3.1 General principles

As mentioned in the aims (sectipn 4.1), good and readable code was an important consideration
and this #&ects the design of the software. Throughout the developme®tHodDag we have

tried to use industry best-practise. Two books which guided much of the design are “Design Pat-
terns” [93] and “G-+ FAQs” [94]. Also the wealth of information and discussion in the Portland
Pattern Repository [95] has been extremely helpful.

A brief introduction todesign patternss useful to understand some of what follows. Design
patterns attempt to capture good solutions to common problems in a way that can be applied to
many diferent scenarios. They were introduced first by C. Alexander who noticed that within
architecture and town planning the same types of problems had to be solved many times, but each
time with a slightly diferent solution. Alexander said, “Each pattern describes a problem which
occurs over and over again in our environment, and then describes the core of the solution to that
problem, in such a way that you can use this solution a million times over, without ever doing it the
same way twice'l[96]. This concept was introduced into computer sciencelin [93] and the patterns
included in it have become part of the language of object-oriented programming. Design patterns
are important in two ways; firstly they help find a good solution to a problem at an architectural
or design level. Secondly they provide a language that can aid comprehension of the code. For
instance, names such as ‘Worker’, ‘Builder’, ‘Factory’ are how well known in object-oriented
programming and immediately give a person trying to understand the code, an idea of what the
problem is, what the solution is and how the code is trying to achieve that. Some examples of

design patterns in use will be given in the following sections.

63



SctRodDag

As is clear from section 4.2.3, the analysis sub-system operates on each module independently.
This decision was taken early on to ensure that the system could scale to the large numbers of
modules that it must handle. It would be a relatively simple exercise to allow the performance to
be improved by running multiple Fitting Services or Analysis Services (see séctign 4.10). This
principle does mean that the system cannot currently search for any problems which may cross
modules, for instance correlated noise or cross-talk. It would be possible to add a new service to

do this or else to perform these types of analyfiksne.

4.3.2 External software

Much external software has been used whilst developatRodDaq to reduce development and
increase robustness, portability and performance. A good example of this is the use of the Boost
libraries[97]. The ‘smart pointer’ library was used to ensure that objects are always 8eleted
and the threading and testing libraries have also been used; these are briefly discussed later (see
section$ 4.3]4 arid 4.6).

The ROOT libraries[98] have been used to provide data structures and display for graphs
and histograms and the NAG C libraries|[99] were used for high-performance curve fitting (see
section4.8]1). Several other libraries have also been used, particularly in the GUI to provide

features such as scripting and graph plotting.

4.3.3 O system

Since diferent processes deal withfidirent parts of the analysis, there must be a mechanism for
moving data from process to process and machine to machine. This mechanism ntfistdre: e

and robust. The complexity of the in-memory data model and the needfitiercy suggested

that a simple CORBA implementation was not possible. Instead, the solution taken was to use
the Atomiser pattern[100] (see also the online version_of [94]) combined with the Late Creation

pattern([101].

9This greatly simplifies memory management, particularly in complex situations involving error handling. It also
enables advanced object management schemes to be used — see the footnot@n page 73 for an example.
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A full description of this system is not appropriate here, but the basic principle is to split
serialisatiofi into two parts. The first part is to define a streamer class for each class in the in-
memory data model. This class is a helper class that converts the in-memory data format into a
logical format or vice-versa. The second part is to define an implementation, called the back-end,

that writes out the logical format, converting it into a speatfitputformat. This is illustrated in

figure[4.4.

/ \ e N
[ _
\ Thlls is the d.a tfll : B ! These classes are closely coupled ('friends'). |
| class we wish -~ 7 7,7!" The* 1”in the streamer name indicates the version. '
| toserialize | p K N - /!
N _ /S TS T - - - - - - - - - - - - - - - - - - - - - -0~
7777777 (
\ y \
\
" DataClass . DataClassStreamer_1
> int datal "~ P yoid write(OStreams, € - .
N
double data2 DataClass d) Y

! S
, - format which is a sequence of calls

' The Streamer generates the logical |
|
OStream 7 !

to methods in OStream

void writelnt(int 1) 4
void writeDouble(double d)

A

. \
OStreamIS OStreamPFile  Different back-ends
i implement the OStream |
| methods appropriately )
1N ) S S ’

Figure 4.4: An illustration of the JO system showing some of the output classes. The
solid lines and arrow indicate tha@StreamIS andOStreamFile are concrete imple-
mentations of the (abstradptream class. A symmetrical set of classes and methods
exists for input.

The first back-end wrote its output to IS. However, it was realised that although IS had a high

enough data transfer rate, it required a large amount of CPU time to generate and decode the XML-

hSerialisation is the process of converting a complex set of objects into a stream of 1's and 0’s. A symmetric
de-serialisation process can then recreate the complex set of objects.
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style strings that it uses. A replacement back-end was written which outputs a binary format to
file. This is significantly faster. Since the data flow (see se¢tion|4.2.3) relies on information being
added to IS, a proxy is written which simply contains the name of the file that contains the real
data. When the proxy is read from IS, it automatically opens the file and reads the data from there.
This change was transparent to both the data producers (the data model and associated streamers)
and also the data receivers.

The binary file still needs to be transfered betwedfedent computers. This is achieved using
NFS. NFS allows a directory on a remote server to be mapped to a location in the file system of
a client computer. Transferring data between computers is thus entirely transparent and looks like
simply reading and writing to files. There may however be issues regarding the use of NFS, see
section$ 4.813 arid 4.10.

Binary formats have many disadvantages for long-term data storage, so the Archiving Service
uses an alternative back-end that writes XML-style files. This back-end also includes version
information. Whenever the data model is changed, the associated streamer needs to be modified
and thus the logical format changes, rendering all previously saved data useless. This is solved by
having multiple streamers, one for each version. Itis up to the streamers to deal with the conversion
of old data into the new data model. Since the data model should be reasonably constant, this
should give stored data a long lifetime. The decision to use a text based format for the long-term

storage of data means that it can be read by humans if necessary.

4.3.4 Threading

In a multi-process system, it is essential that all processes are available to be communicated with
all of the time. This is particularly true if those processes must undertake time-consuming tasks.
The danger of not taking steps to deal with this issue is that events will be dropped which could
lead to data loss. It can also give the user the false impression that the system is not working.
There are two standard methods for dealing with this. The first is to regularly check for in-

coming messages during any long task. This approach is simple but leads to maintenance issues as
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long passages of analysis code have to be punctuated with unrelated calls to check for messages.
We implemented the other alternative which is to use threads. The patterns used to implement this

are the ListengWorker, Worker Pool and Job Queue patterns which are well described in [102].

The basic principle is to have a ‘listener’ thread which responds to incoming requests or events.
It adds any work that needs doing to a queue. There are also one or more ‘worker’ threads. When
a worker thread is idle, it checks the queue to see if there is more work that needs to be done.
Since the listener thread has relatively little to do, it is always available to respond to new events.
Another advantage of this pattern is that is simple to take advantage of multiple CPUs or to process
multiple tasks at once (this is only profitable if the tasks are not CPU bound but are pegfaps |

bound). Figur¢ 415 illustrates how this process works.

SctApi Fitting Service
Listener thread Worker thread
Time Output data Queue
Add job to queu
iobto queney |
| Working
< < -
Start next scan Waiting - - Get next job
. >
Working
Output data for
> > -
module 1 | .
- < Get next job
Output data for > ! >
—’, — L
module 2 B
Output data for Working
> > -
module 3 B
[ ]
n ] .

Figure 4.5: A schematic diagram (sequence diagram) of the threading model. The solid
vertical lines represent the various threads (left the SctApi, centre and right the Fitting
Service) with time increasing downwards. The horizontal arrows represent messages
and function calls between the threads.
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The model described is implemented and used in each of the main services: the Fitting Service,
the Analysis Service and the Archiving Service. The implementation is greatly simplified by the
use of the Boost thread library. We have also taken steps to ensure that our code is thread-safe.
However, ROOT is not thread-safgo although the number of worker threads can be trivially
increased, this mechanism cannot currently be used. Note that because the listener thread is very

simple and doesn’t use ROOT, this does rféee the basic operation of this system.

4.4 Fitting Service

The Fitting Service is an important part of the analysis sub-system. The fit results form the basis of
several of the analyses (including the strobe delay, response curve and trim analyses) and it dom-
inates the CPU load of the analysis sub-system. This section concentrates on the algorithmic de-

tails; details of the implementation are available in the documentation includedRodDaqg [82].

4.4.1 Algorithm

The Fitting Service provides a relatively simple function, but must provide it quickly. The al-
gorithm has therefore been generalised and applies to all fits, whether they are done to chips or

channels and regardless of the type of data. The outline of the general algorithm is:

1. Read data from disk and determine the appropriate algorithm.
2. Fitchannel data.

3. Veto serious defects and masked channels.

4. Fit chip data (if requested).

5. Output data to disk and send event notification to IS.

"There are some aspects which are thread-safe, but the most important: object creation and destruction isn't. This
makes ROOT at best slow (since multiple threads cannot construct objects simultaneously) and in practise useless for
multi-thread applications. See also comments in se 4.10.
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The data that the Fitting Service expects to deal with is scan data from the RODs. This nor-
mally takes the form of a 2-d histogram as shown in figur¢ 4.6a. The channel is shown on the
x-axis with the variable being scanned over onyfaxis and the number of hits is the bin content
(the number of triggers sent is recorded elsewhere and is always the same for all the channels, but
may be diferent for diferent bins). Data may be fitted for individual channels, also chip data may
be fitted. In this case a projection across all the channels in that chip is formed, ignoring masked
channels and channels with serious defects which gives a result like that shown irf figure 4.6b,
showing the occupancy as a function of the bin for the required channel or chip. The procedure

for fitting data from a single channel or chip is as follows:

1. First an occupancy projection of the histogram across the required channels is created. The

occupancy for bin, pj, and its errorg-, are given by

Z z+1Mni-z+1
N ni
wherez = Z Zi and nj= Z NG
ceChannels ceChannels

andz; andng; are the number of hits and triggers respectively. The errors calculated in this
way are approximately binomial with the addition of ‘softening factors’ to prevent the error

being zero at an occupancy of 1 or 0. This is the approach taken in p&atIDAQ.

2. A pre-check is made to see if there are any obvious defects. If there are any serious defects,

then fitting is abandoned.

3. Aninitial guess of the fit parameters is made. Quick, accurate guessing can speed up fitting

dramatically.

4. The algorithm returns a function that is used to fit the data using an abstract interface to the

fitting and minimisation code.
5. Finally there is a post-check for defects.
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Figure 4.6: Example of strobe delay data and fja) shows the raw data with the hits
shown on the colour scale (white indicates no hits). There were 1000 triggers for each
channel and bin(b) shows an occupancy projection for one chip with a fit (red line).

There are only two types of analogue data currently defined: strobe delay scans which have
a ‘top hat’ shape and threshold scans which have an ‘S-curve’ shape (see(se¢tion 3.4). There are
two specialised fitting algorithms for each of these cases that set up the fit function, perform the

necessary checks for defects and guess the initial parameters.

4.4.1.1 Strobe delay scans

The occupancyy, as a function of strobe delag, is fitted with the product of an error function

and a complementary error function which gives a smoothed top hat shape

—é[l—erf[&_d) {1+erf(d_f_d)l 4.2)
ar Var, Varg |

whereA is the maximum amplituded_r is the position of the riseg; is the rise time,d_f is the

position of the fall and ¢ is the fall time. An example is given in figufe #.6. Thigtdrs slightly
from the implementation iSCTDAQ which fits an error function to the leading edge and a separate

error function to the trailing edge. This allows the possibility of dips between the two edges being
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missed and this has to be checked for explicitly.SttRodDagq there is ay? check that should

catch this type of problem. Since the strobe delay is set chip-by-chip, only chip data is fitted.

During the parameter guessing stage, the rise (fall) position is set to the first (last) bin with
occupancy greater than 50%. The times are guessed by finding the 82% occupancy bins and
subtracting this from the rigall positions. The fit range is set to the bins with occupancy of more

than 1% with an extra bin on either side.

4.4.1.2 Threshold scans

The threshold algorithm fits occupancy data as a function of threshold (measured ity nwidh

a complementary error function:

A ty —t
= — 1+erf( )] 4.3
p=7 oy (4.3)

whereA is the amplitudety is the mean threshold, amg is the width. Recall from sectidn 3.4
thatty corresponds to the injected charge amdis the output noise in mV at that charge. An

example is given in figurie 4.7.

The mean threshold is guessed to be the position of the first bin with less than 50% occupancy
and the width is the dierence between this bin and the first with less than 82% occupancy. The

fit range is set to the bins with occupancy between 99% and 1% with an extra bin on either side.

An alternative threshold fit algorithm is available which uses the analytic properties of the
error function to determink andny. This is called the analytic threshold algorithm and works by
calculating the dterence of the occupancy data which should be (approximately) Gaussian. The
mean and standard deviation of this data then correspoydaindny respectively. This method
is of course very fast since it does not need to evaluate any functions or do any minimisation.
However, threshold scan data is not always well described by an error function, so this algorithm

is available for testing purposes only.
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Figure 4.7: Example of threshold scan data and (i) shows the raw data with the hits
shown on the colour scale (white indicates no hits). There were 1000 triggers for each
channel and bin(b) shows an occupancy projection for one channel with a fit (red line).

4.4.2 Optimisation

In SCTDAQ, fitting S-curves is the slowest step and dominates the time taken to characterise a
module. In a full characterisation of barrel 6, over 27,000 threshold scans must be analysed.
Fitting this much data on a single PC is a demanding task so optimisation of the Fitting Service
was necessary. As already mentioned, changes were made t@tbgstem to ensure that it did

not take up much CPU time. Several steps were taken to make sure the fitting itself was as fast as

possible:

e The fit ranges are reduced during the ‘guess initial parameters’ stage. This leads to a large
reduction in the number of times the fit function is called and thus a significant speed up
in fitting time. It can potentially alter results, particularly in the threshold scan case, if the

normalisation is allowed to vary.

e The normalisation is not allowed to vary but was determined by the maximum value. This
prevents the problem mentioned above and speeds up the fitting by reducing the number of

parameters.

72



4.4 Fitting Service

¢ Both the threshold fit function and the strobe delay fit function involve many calls to evaluate
the error function (or its complement). These were removed and replaced with a cached
function which pre-calculates an array of values. When asked to evaluate the error function,

it interpolatesbetween the stored values.

e Each fitis stored in a ‘FitObject’ class. Since there can be up to 1548 fits per modules, this
could lead to a lot of objects being briefly created and then destroyed when the data had
been written. This is particularly slow since FitObjects use ROOT classes and creating and
deleting ROOT classes is very slow. The solution is to use a pool of pre-created FitObjects
that are recycled. Instead of creating FitObjects, free objects are returned from the pool.

Whenever a FitObject is no longer needed, it is not deleted, but returned to tke pool

e The actual fitting is implemented through an abstract interface. This allows multiple fitting
strategies (another design pattern) to be provided. The original implementation used ROOT,
but it was noticed that this was very slow, so a new strategy that uses the NAG C library
was developed. This uses a custgfiroutine along with the NAG minimisation code and
gives a significant speed increase. The fitting strategy that is actually used can be chosen at

runtime using the Fitting Service’s IPC interface; the default is the NAG strategy.

The code optimisation was focused on those areas that really took the most CPU time. This
was achieved by using the valgrind[103] and KCachegrind/[104] tools to frequently profile the

software.

IInterpolation is used so that the first derivative of the function is continuous which is a requirement of most min-
imisation routines.

kThe implementation of this was greatly simplified by the use of Boost smart pointers and the Factory Method
pattern. The Factory Method pattern delegates creation of objects to a special method (rather than wsing the
operator). This method was modified to use the pool and the smart pointers returned are configured so that, instead of
deleting the object, they return it to the pool. The use of this pool was thus invisible outside of the Factory Method.
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4.5 Analysis Service

In this section a brief description of the logic and algorithms used by the Analysis Service is given.
Only those that are used to calibrate and characterise SCT modules are discussed although others
are available.

45.1 Framework

As in the case of the Fitting Service, it was important that the design of the Analysis Service
deal with modules independently, recall that both scan data and fitted data are produced for single

modules. The algorithm for handling data is:

1. When a new test is started, the Calibration Controller records what has been requested in IS.

The Analysis Service reads this and finds the appropriate algorithm for analysing the data.

2. Whenever scan data is produced by SctApi or fitted data by the Fitting Service, the Analysis

Service records that this data is available.

3. If all the data needed for the appropriate algorithm is available (some algorithms need fitted

data, some scan data, some both) then it is run.
4. All of the data that is needed for that algorithm and that module is read usirn@tbgdtem.
5. The analysis is performed and the result is written to disk with a notification sent to IS.

6. A summary file is generated in a form that can be sent to the SCT Production Database and
is stored in IS.
4.5.2 Digital tests

There are three digital tests. The first, the ‘NMask’ test is a test of the readout system. In this test,
no calibration charge is injected, instead, a pulse output command is sent shortly before the level

1 trigger which causes all the discriminators to record a hit. Since the module mask still applies,
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the data returned should be the contents of the mask registers. The NMask test uses this to check
the readout system, stepping througffatient settings of the mask register to generafiemdint
events.

The pipeline test aims to test the FIFO pipelingtbrs in theABCD3TA chips — it is possible
for parts of these Hters to become dead or stuck. It uses the same technique as the NMask
test of using the pulse output command. In the pipeline test though, a soft reset is sent followed
by a variable delay before sending the pulse output command and the level 1 trigger. The delay
is scanned over and ensures that each of the cells in the FIF€r bwe tested. Two scans are
performed: one with all the channels on and one with all the channels magkethes allows
dead and stuck cells to be identified.

The full bypass test is a test of all the redundant links imAB@D3TA chips. These are available
to improve theABCD3TA's robustness to radiation. High radiation doses can cause some chips to
stop functioning. Due to the way readout occurs (recall that there is one data fibre for 6 chips
and one control fibre for a whole module), this could prevent an entire module being used. The
redundant links can be used to bypass fffiecéed chip, restoring readout from the others.

All of the digital tests are simple to analyse as they have fixed output patterns. The expected
output data is shown in figufe 4.8 (pipeline scans are not shown as they should result in either

occupancy of 1 or 0 everywhere).

4.5.3 Strobe delay

The strobe delay test aims to set a value for the strobe delay that will ensure that all of the other
calibration tests can be carried out. It therefore sets the calibration charge to 2.0fC and does a
strobe delay scan. The strobe delay algorithm is trivial — any strobe delay in the main part of the
top hat should be fine. The algorithm loads the fit of the strobe delay data, produced by the Fitting
Service, and sets the optimum strobe delay to a fraction of the gap between the leading and trailing
edges:

dopt = f(rs — 1) (4.4)
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Figure 4.8: Example digital scan data f¢a) NMask test andb) full bypass test. Both
scans had 100 triggers for each bin.

where the fractionf, is 25% inSctRodDagq version 3.0. IFSCTDAQ this fraction has recently been
increased to 40% to account for some hardwdlifeces andSctRodDagq followed suite in version

3.01. The algorithm checks that the strobe delay is within the rangedg; < 35.

4.5.4 Trim algorithm

As mentioned in section 3.4, the channel trims must be calibrated to minimise the channel-to-
channel variations in the mean threshold. Figuré 4.9 shows the mean threshold before and after
trimming. The key performance measurement of the trim algorithm is therefore the standard
deviation of the mean thresholg.

The data that is collected consists of 28 threshold scans, all with the calibration charge set to
1.0fC. The first 16 are for trim range 0 with one for each of the 16 possible trim DAC settings
for each channel (possible trim DAC settings are 0-15). To speed up calibration time, only 4
thresholds scans are done for each of the other ranges, with the trim DACs setto 3, 7, 11 and 15
for all the channels.

The analysis proceeds as follows. For each trim range and each channel, a graph is formed
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Figure 4.9: Mean threshold with a calibration charge of 2.0(8) before andb) after

trimming.
of the mean threshold against trim DAC setting. This graph is approximately linear and a straight
line is fitted to it (using least-squares regression). This line can then be used to calculate the trim
DAC setting for a required mean threshold.

The algorithm then considers a range of possible trim targets. The trim target is the mean
threshold that the algorithm will try to set each channel to. The range considered is 2.5-302.5 mV
in 2.5mV steps (the threshold DAC has a step size of 2.5mV). For each target, the trim DAC
setting for each channel to get that target is calculated from the straight line fit. If this value is
from —1 to 16 inclusivg then that channel is timmable. The total number of timmable channels
is stored.

The algorithm then chooses the trim ranges and DAC settings that will minimis&here
are three possible modes: both trim range and trim target are allowed to vary from chip-to-chip;
the trim range can vary but the trim target is the same for all chips or both the trim range and trim
target must be the same for all chips in the module. The default is for the trim target to be the

same for all chips, but to allow the range to vary from chip-to-chip. The best range and target are

determined using the following criteria:

'For an explanation of this, see sec.7.5.
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1. The chosen range and target should maximise the total number of trimmable channels.

2. The range should be minimised. This is done by summing the trim ranges for all chips and
choosing targets which minimise this number. Note that this means that one chip in range 3

(and the rest in range 0) is preferred to 4 chips in range 1 with the rest in range 0.

3. If there is an range of possible trim range and target values, the chosen values should lie
in the middle of the possible range. The way this is currently implemented means the
algorithm is likely to fail for modules which have two peaks in the optimum trim range

and target settings.

This data is then stored and defects are created for any channels that cannot be trimmed.
Checks are also made on the straight line fits. If the values are outside normal ranges, then defects

are recorded.

4.5.5 Response curve

The response curve aims to determine how voltage measured at the comparattBaD3EA

relates to the charge that was deposited in the strip. This is achieved by running several threshold
scans. At the mean threshold, the voltage is equivalent to the calibration charge that is injected,
i.e. V =ty atQ = Qca. Thus each threshold scan gives one point on the response curve. By
performing several threshold scans foffelient calibration charges, the response curve can be
determined.

Two versions of the response curve are available: the full version does threshold scans at 10
calibration charges (0.5, 0.75, 1.0, 1.25, 1.5, 2, 3, 4, 6, 8fC) whilst the quick version, called a
three-point gain, does only three points: 1.5, 2.0, 2.5fC. Both types are handled identically except
that the three-point gain data is always fitted with a straight line. The response curve is normally
fitted with the equation

(4.5)
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wherea, b andc are fit parameters. A quadratic and the Grillo functiare also available. It is
possible for the threshold DAC to saturate if the input charge is greater than 5fC. This leads to an
occupancy histogram that does not drop to zero leading to fitting problems. This is known as the
‘8 fC effect’ and is dealt with by ignoring anyffected points. In this case, a comment is included

in the output.

The response curve is summarised by three parametersffset@= V(0), the gainG = g—(\’g
and the noisene = 6250x ny /G whereny is the noise in mV from the threshold scan at 2.0 fC (if
available). This equation converts the noise in mV to equivalent noise charge TENC)

This procedure is followed for each channel and chip. The fit parameters for the chips are
stored in the output module configuration — they can then be used to set a discriminator threshold
corresponding to a required charge accurately. The channel fits are done as they allow a number of
potential problems to be diagnosed. For instance, a low noise can indicate a bonding failure or a
break in the detector strip and low gain can indicate problems iARGB3TA ASIC. Figureg 4.1D

shows some typical response curve data.

4.5.6 Noise occupancy

The noise occupancy with threshold set to 1.0fC is a key performance measurement for SCT
modules — the specification is that it should be less tharl6%. The noise occupancy test uses

a threshold scan with no injected charge. However, because the occupancy at 1.0fC is so low, the
scan is modified so that more triggers are sent for points which are at higher charge.

This algorithm uses both the S-curve fit from the Fitting Service and the raw data. The mean
threshold from the S-curve is called ths®t and, since it corresponds to 0 fC injected charge, it
should be the same as thffiset from the response curve test. The mean noise occupandy,
the average occupancy at 1.0 fC for all channels in a chip and the standard devigfiare also

key measurements of this analysis.

"The Grillo functionisV = a+ % wherea, b andc are fit parameters.
+C
"ENC is defined asENC = Q/e.

79



SctRodDag

300 -
250
200 3
150 -
100 -

50 -

Noise (ENC)

1 2 3 4 5 6 7 8 0 200 400 600 800 1000 1200 1400
0 (fO) Channel Number
(@) (b)

Figure 4.10: Some typical response curve plot{g) shows a response curve with a fit
through the points(b) shows the calculated input noise across a module. The dashed
lines indicate chip boundaries and the chip structure is clearly visible.

The raw data is used to form a graph ofh)ggainsit\z, for occupancies below 50%. When the

occupancy is small, the shape of the S-curve is expected to be approximately

ty
~ Aexp|l—-—=|. 4.6
P p[ 2n\2,] (4.6)

Thus a graph of log againstt\z, should be approximately straight with the gradient proportional

to ny. This graph is calculated for each chip, using a projection across the channels formed in
the same way as in the Fitting Service (see se€tion]4.4.1). Errors are asymmetric errors calculated
directly from the approximately binomial errors in the projection. A straight line fit is made and
the noise in ENC is calculated agnc = 6250/ vV-1/2a wherea is the gradient. An example fit

is shown in figur¢ 4.71. All of this data is stored and a check of the noise occupancy is made for

all the channels. Any with a noise greater than the specificationl(5*) are masked 6.
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Figure 4.11: Example noise occupancy dafa) shows a graph of log againslt\z, with

the straight line fit. (b) shows the threshold S-curve (relative to the trim target, thus
0mV indicates 1.0 fC) with the fit from the Fitting Service (red line). Note that the fit is
increasingly bad at low occupancy.

45.7 Time walk

Recall from sectiofi_3]4 that the time walk is defined as the maximuference in time that

the discriminator registers a hit for charges between 1.25fC and 10.0fC. The time walk can be
measured by performing a series of strobe delay scans with the calibration charge between 1.25fC
and 10.0fC. Before the time walk can be measured, the strobe delay DAC must first be calibrated.
This is achieved by putting the modules in edge sensing mode and using the 10.0fC strobe delay
scan. At 10.0fC, the input to the discriminator circuit will rise very sharply giving a sharp low
edge to the strobe delay data. A sharp high edge is given by being in edge sensing mode. In this
mode, the module will only return a hit in a given time bin if there was no hit in the previous time
bin. Since the shaper circuit has a rise time of 50 ns, the input to the discriminator will be higher
than threshold for longer than 25 ns. Therefore, once the strobe delay is increased by more than
25 ns after the low edge, the discriminator output will be high in the time bin before the trigger as
well as the one containing the trigger. Thus no hit will be returned. This means, that the width of

the strobe delay must be 25 ns. This is used to calibrate the strobe delay DAC.
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The time walk is measured by taking the maximurffaience between the positions of the
trailing edges and converting it to nanoseconds using the calibration factor. This is sligfety di
ent to the method used BCTDAQ which fits a Gaussian to the strobe delay data and measures the
movement of the peak position. A defect is recorded if the measured time Atatkputside the

range 5< At < 15.

4.6 Testing systems

Testing software is extremely important — it is only with comprehensive test suites that it can
be shown that the software satisfies its criteria and is (comparatively) bug-free. Also, tests can
give confidence that when changes are made, as frequently happens, nothing has been broken.
This confidence can greatly increase productivity and reduce the time to implement new features.
SctRodDaq has several testing systems that operate féérdint levels and are described in the

following sections.

4.6.1 Unittests

Unit test$ are tests that operate on a code unit, check it behaves properly and run automatically.
These are used extensively witlintRodDag to check the internal operation of much of the-€

and Java code. A good example of this is the ‘ModuleElement’ class which is part of the data

model. The ModuleElement class represents a continuous range of channels in a module. It is
therefore defined by a start channel and an end channel (the range is inclusive). It is one of the
basic building blocks of the data model and so must be known to operate correctly. It also provides

some non-trivial but useful methods. This is a simplified section of the class definition:

class ModuleElement {

ModuleElement (int firstChannel, int lastChannel);

°See discussions in [95, 105].
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//return true if this element is contained in or equal to the argument

bool isWithin(ModuleElement m) ;

//return true if this element contains or is equal to the argument

bool contains(ModuleElement m);

}s

To be certain these methods work as intended, a set of unit tests is created which look like:

ModuleElement element1(562, 589);

ModuleElement element2(570, 580);

BOOST_CHECK (element2.isWithin(elementl));

BOOST_CHECK(!element2.contains(elementl));

whereBOOST_CHECK is a macro that checks that its argument is true. As can be seen, this technique
provides a useful external check of a class. If the implementation of ModuleElement is changed

and a bug introduced, then the tests should cafch it

This technique is increasingly used in industry; some programming methodologies [105] even
recommend writing the teskeforewriting the code. This way, the tests initially fail, but when the
code is written, they pass. An important part of this testing is that the tests are carried out automat-
ically every time the code is built; tests should also be quick and easy to write. This functionality
has been provided by the Boost testing framework in the Code and by JUnit[106] in the Java

code.

PIn case the reader thinks this is unlikely, it is worth pointing out that these tests did in fact catch a bug in the logic
of one of the more complex methods of the ModuleElement class.
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4.6.2 High-level tests

Whilst the unit tests can test the internal logic of the code, it fBadilt to test algorithms like
the ones in the Fitting and Analysis Services — they need data to operate on. Consequently a
test system was written to convert data taken from modules during reception tests and convert
them to the appropriate format for analysis. This system consists of a set of scripts and programs
that locates the reception test data and publishes it in a format that corresponds to the output of
SctApi (see figurg 4]3). It can therefore be used to test the Fitting Service, the Analysis Service,
the Archiving Service and some aspects of the GUI. It cannot test the operation of the Calibration
Controller or of SctApi however — this is left to the low-level testing system.

This system has been used to produce the automated correctness tests that will be discussed in

sectior] 4.]7. It was also used to test the performance of the individual services in fegtion 4.8.

4.6.3 Low-level tests

As mentioned above, the high-level test system cannot test the Calibration Controller or SctApi.
To reduce the need for testing these components with real hardware (although this is needed as
well), a low-level test system was devised. This extends SctApi and overrides the methods dealing
with its interaction with hardware. It provides a dummy interface that, when asked to do a scan,
attempts to match what was requested with data it has available from the module reception tests.
Although there are some limitations to thefdrent tests this system can provide, it has proved a
useful testing tool, particularly for ensuring that the logic of the Calibration Controller is correct.
This tool has also been used to stress the whole system. Simulations have been done with up to

672 modules to ensure that the system can indeed handle that amount of data (seg se¢tion 4.8.3).

4.6.4 System tests

The system tests are a loose collection of tests that are too complex to be made into unit tests, but
should still be run automatically. There are many tests currently, from tests to ensure that the data

model is the same in Java and-€, to tests of aspects of SctApi and the Configuration Service as
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well the correctness tests that will be discussed in seftign 4.7. These tests are run automatically
when arelease is built — anything failing them should be picked up at the beta or release candidate
stage. This represents a good compromise between the execution time of the tests and picking up

problems early on.

4.6.5 Other tests

Producing a system of the size 8 tRodDaq is not trivial and the only way to be sure that the
software is acceptable is to extensively test it. As mentioned earlier, this also gives confidence
that changes can be made without breaking everything which in turn encourages practises such as
re-factoring and leads to better, more understandable, more maintainable code.

Many other tests have been made on a more ad-hoc basis. These include memory leak testing

with valgrind [103], user evaluation and performance testing, which will be discussed later.

4.7 Correctness testing

A considerable amount offfert has gone into ensuring the correctness of the algorithms used

in SctRodDaq, particularly in the analysis sub-system. In this, it has been extremely helpful

to haveSCTDAQ, and the vast amount of data generated using it, to compare to. As mentioned

in section[4.6.R a test system was created that could 36kBAQ data and run it through the

analysis sub-system. This has been used to do correctness testing which used the reception test data

available at Cambridge. This consisted of full characterisation sequences of up to 194 modules.
The test procedure was to run the data throsigtRodDag, then to download th8CTDAQ test

data from the SCT Production Database. As many as possible of the variables were compared

and significant dferences were understood. Specififfatiences are discussed in the following

sections. Typically the dlierence between th&ctRodDag and SCTDAQ measurements of some

parameter have been plotted. This is always given aSdbRodDaq parameter minus th&TDAQ

9See for example the page ‘RefactorMercilesslylinl [95].
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parameter. Often fractionalftierences have been shown, in which case, they are fractions of the
SCTDAQ measurement.

This testing had many benefits besides tesfiagRodDag. For instance, two modules were
found to have been transposed in the SCT Production Database. Several bugs were also found in

SCTDAQ as well as dierences betweeSCTDAQ and the Electrical Test Specifications|[84].

4.7.1 Threshold scan comparisons

The basis of many of the analogue scans is the fitting of threshold scan data (see 5edtions 3.4
and[4.4.]) — so called ‘S-curves’. The algorithm for fitting S-curves is repeated three times in
SCTDAQ. The algorithm presented in sectjon 4]4.1 is the same as two of them and it was believed
that this was the algorithm used wheatRodDaq was being implemented. It now appears that
SCTDAQ uses the third routine for S-curve fitting in most of the analyses relevant to this thesis. In
this third routine,SCTDAQ uses a log-likelihood technique to fit the binomial data, thus there is
no need for the error calculation in equatjon|4.1. It is therefore inevitable that there will be some
differences (aside from the usuaffdiences expected due tdfdrent implementations, floating
point numbers and random number generators).

The response curve data for 194 modules was fittegkirRodDag using the high-level test
system (see sectipn 4.5.2). This amounts to 1940 threshold scans with nearly 3 million individual
channel fits. All of these except for those scafie@ed by the 8 fCféect (see sectidn 4.5.5) were
compared with th&6CTDAQ fits. Any with a diference in the mean threshold of more than 2% or a
difference in the width of more than 20% were individually checked.

The comparison of the mean threshold is shown in figurg 4.12 for both the normal and analytic
algorithms. Note that the standard deviation for the normal algorithm is consistent with the error
on the mean which is typically 0.2%.

Of the channels with a meanftirence of more than 2%, the majority were due to one module
which seemed to have a problem at some points in the threshold scans fibatbdsctRodDaqg

andSCTDAQ differently. This problem was not flagged by either program and has been referred to
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Figure 4.12: Comparison of S-curve fitting showing the fractionafelience in they
in percent for the two algorithms. Note the log scale.

the module experts[107]. Only three other channels haéferdice in the mean greater than 2%;

of these, two had slightly unusual data — several data points did not fit the error function shape
and increased the error on the mean. The final channel appears to be an outlier. These results show
that the mean occupancy as measureddnRodDaq agrees wittSCTDAQ to better than 2% in all

but less than 1 in f0cases.

Figurg/4.1Ba shows a similar plot for relativefdrences in the width of the S-curve. Note that
the width is much more poorly determined but the standard deviation for the normal algorithm is
again consistent with the typical error of 1.5%. All channels which hadfardince in the width
of more than 20% were investigated and all were found to be due to data that caused the error on

the fit to be higher than usual.

Figureq 4.1Pb and 4.13b, for the analytic threshold algorithm, show that although the agree-
ment is still very good (better than 2% for all but 1 in*i¢hannels), it is clearly not as good as
for the normal fit method and has larger systematic tails. More investigation of this technique is
needed, but it may be a useful method for the ROD to perform or could form a first step that is

improved with the normal fitting technique if the value is high. The analytic method is more
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Figure 4.13: Comparison of S-curve fitting showing the fractionaffelience in the
width, ny, in percent for the two algorithms. Note the log scale.

than three times faster than the normal method (although it currently does not calgflatze)

and could probably be made even faster with optimization.

4.7.2 Noise occupancy

The noise occupancy algorithm was tested with data from 179 modules. The main output of the
noise occupancy algorithm is the occupancy at 1.0 fC which is required to be less thairs
and this is compared in figure 4]14.

The main cause of fierences betweeSCTDAQ andSctRodDaq is the way of determining the
threshold voltage that corresponds to 1.0 fC. The noise occupancy test is run on trimmed modules,
so the trim target will correspond to 1.0 fC. However, it is also possible to use the response curve
to determine the threshold that corresponds to 1.0 fC and slifjeteices, of up to 2.5 mV (1 bit
in the threshold discriminator DAC) can aris&CTDAQ uses the trim target where8stRodDaq
uses the response curve. Since the noise occupancy is steeply falling, this can fmeeaadd in
noise occupancy of up toxd10~4. This illustrates the inherent uncertainty in the noise occupancy

measurement and is not considered to be a problem.
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Figure 4.14: Comparison of the noise occupancy algorithm showing tlerdince in
the mean noise occupancy at 1.0 fC betwgetRodDaq andSCTDAQ.

4.7.3 Response curve

Response curve data for 187 modules has been used to test the analysis, amounting to nearly
300,000 individual fits. In general agreement was very good $@DAQ andSctRodDaq giving
identical lists of problem channels (modulo som#aiences due to fierent versions 0§CTDAQ).
Comparisons of the gain andfset are presented in figure 4.15. The input noise at 2.0 fC was also
compared but is strongly correlated to the gain and the 2.0 fC threshold scan fit. Although the vast
majority of fits are in very good agreement, there are some clear systematic tails irj figlre 4.15a.
Figure[4.1bb shows that the high side is due to the correlation withffsetoThe small low side

peak is due to a flierence in the handling of the 8 fGfect betweersCTDAQ andSctRodDagq. It
appears tha8CTDAQ trims points more aggressively th&atRodDag. The channels in that peak
have not had points trimmed I8¢ tRodDaq which leads to a higher gain since the 8 fiteet tends

to increase the mean threshold ffeated points. A review of these channels showed that they are
borderline cases for trimming, but this could be investigated further. The extreme outliers have

been investigated and were found to be due to issues during the threshold scan fitting which were

covered in section 4.4.1.
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Figure 4.15: Comparison of the response curve algoritl{e).shows the fractional dif-
ference in the gain betwe&rtRodDaq andSCTDAQ. (b) shows the fractional efierence
in the gain against the filerence in the fiset. Note how they are correlated.

4.7.4 Strobe delay

The strobe delay algorithm has been comparefiCtdAQ using the data from 191 modules. It
was found that the agreement depended strongly ors@i®AQ version and this is shown in
figure[4.16.

For mostSCTDAQ versions, the maximum width of the distribution is 1. This is expected since
SCTDAQ reports strobe delays to the nearest integer wheleaRodDaq reports it to 1 decimal
placé. However it can be seen that in versions prior to 3.41, the distribution is not centred on 0,
but is between 0 and 1. This is beca8€8DAQ had a bug whereby it truncated the strobe delay
rather than rounding it.

Version 3.42 seems to have two separate distributions, one around 0 and one-atoiliihis
is because, part way through generating dataS@m®AQ version in Cambridge was modified so
that the strobe delay fraction was increased from 0.25 to 0.4 (see sectign 4.558xRbiDag
version 3.01, this fraction has also been set to 0.4. It is currently unclear why there are so many

differences witlsCTDAQ version 3.41.

"The strobe delay must, in any case, be set to an integer, soffigiedce is not important.
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Figure 4.16: Comparison of the strobe delay algorithm showing thedence in strobe
delay againssCTDAQ version. The colour scale shows the number of chips with white
indicating zero.

4.7.5 Trim calibration

The trim algorithm depends very sensitively on the details of algorithm and the parameters of the
fits. Although in most cases the output of the algorithm should be the same&@EDiaQ this will

not always be true. Consider, for instance, a chip where one channel is on the border line of being
trimmable in a certain trim range for a given trim target. A slight variation in the threshold scan
fitting could lead to that channel being considered trimmable or untrimmable. If it is considered
untrimmable, then that trim range and trim target could be rejected in favour of other trim ranges
and targets which would potentially change all of the trim settings for a module. It is therefore
necessary to consider the statistical properties of the trim algorithm such as the average trim range
or the standard deviation of the mean threshold across ach{pee section 4.5.4).

The original trim algorithm followed the Electrical Test Specification and considered a channel
to be trimmable if a trim setting between 0 and 15 gave the required trim target. The performance
of the original algorithm is compared 8CTDAQ in figure[4.1}. The average trim range is higher
as is the average;, showing thaSCTDAQ outperformsSctRodDag.

Understanding the causes of thiffdience led eventually to a bug$AaTDAQ. This bug caused
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Figure 4.17: Performance of the original trim range algorithrfa) The diterence in
the trim range betweeBctRodDaq and SCTDAQ and (b) the diference ino; between

SctRodDagq andSCTDAQ.

channels that were only just untrimmable to be considered trimmable and have their trim set to
0. A careful consideration of why this ‘bug’ caused improved performance showed that the trim
range algorithm could in fact be improved further. The reason is that often it is a single channel
that just untrimmable and leads to the rejection of the lowest trim ranges. Increasing the trim
range increases; since the step between trim DAC values is larger. There is therefore a small
untrimmable region where increasing the trim range actually reduces the performance of the algo-
rithm.

The trim algorithm was therefore changed to consider channels trimmable if their trim setting
is between -1 and 16 but it sets their trims to 0 and 15 respectivEhis improved algorithm is
compared t&CTDAQ in figure[4.18. The average trim range is decreased as is the avaragh
no significant high tails. This change has since been implemensgrnQ.

Unfortunately the sensitivity of the trim range algorithm makes a more detailed comparison

with the modified algorithm diicult. Nevertheless, these studies suggest that there are no serious

SThis actually decreases the performance for these channels slightly, but these are in the minority and it increases
the performance for all the other channels that would otherwise have to be at a higher trim range.
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andSCTDAQ.

bugs in theSctRodDag implementation of the trim range algorithm.

4.7.6 Time walk

Figurg 4.19 shows comparisons for the time walk algorithm, generated from data for 191 modules.
The calibration factor is calculated from thdéfdrence between the leading and trailing edges of a
strobe delay scan. Afilerence of up to 2 bits is therefore to be expected.

One source of dierence between th&CTDAQ andSctRodDag calculations of the time walk
is that SCTDAQ fits a Gaussian to each strobe delay scan to find the peak. ffeeedce in peak
position between scans with 1.0fC injected charge and 10.0fC injected charge is then the time
walk. SctRodDag however, uses the maximumfiidirence in the position of the trailing edge to
estimate the time walk. One bug discovered during this study is that the calibration factor (which
is used to convert strobe delay bits into nanoseconds) is not used to calibrate the time walk in
SctRodDag. This does not have muclffect since 1 bit is approximately 1 ns, however, it probably

explains the strange shape of figure 4.19b. This analysis is currently being studied further.
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Figure 4.19: Time walk comparison betweeCTDAQ andSctRodDag. (a) shows the
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4.7.7 Digital tests

The digital tests are somewhat easier to compare $QiDAQ. Both the full bypass and pipeline
tests were compared using data from 190 modules with no deviations although the process of

achieving this led to several bug fixes and the discovery of soffereinces betweeSCTDAQ and

the Electrical Test Specifications.

4.8 Performance studies

4.8.1 Fitting Service

The performance of the Fitting Service has been investigated. This was done by publishing re-
sponse curve data from 10 modules and using the internal timing statistics of the Fitting Service
to measure the amount of time it spent fitinghe Fitting Service and the publishing program

were the only programs running on the machine and the data files were stored locally. The Fitting

Service was always near to 100% CPU usage showing that it was CPU limited. [Figure 4.20 shows

The internal timing statistics record only the CPU time used. These results are thus only achievable if the CPU
usage is 100%.
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the performance (in number of threshold s¢gaasond) as a function of the CPU speed.
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Figure 4.20: CPU scaling of the Fitting Service. All CPUs were Pentium 4's.

At 3 GHz, the Fitting Service would take about 35 minutes to fit all the data from a response
curve on 672 modules. This puts a lower limit on a characterisation sequence of about 2 hours
which is certainly acceptatle All of the CPUs in figur¢ 4.0 had a cache size of at least 512 Kb
(the 3.2GHz CPU had a 1Mb cache). Further tests were performed with a 2 GHz CPU with
256 Kb cache. This CPU showed a 50% drop in speed. It is notable that the 1 Mb cache of the
3.2GHz CPU did not improve its performance beyond what would be expected for its speed. Itis
likely that the reason for these results is that having a large cache lets the table of error function
values to be permanently stored in the cache rather than having to re-fetched from main memory

continually.

The Fitting Service does not show any dependence in speed with the number of modules; this
is due to its design which treats each module entirely independently. However, there are aspects
of system performance which can depend on the number of modules being scanned and this is

discussed in section 4.8.3.

USCTDAQ currently takes about 3 hours to characterise four modules although this is on a slower machine.
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4.8.2 Analysis Service

The performance of the Analysis Service has been investigated in a similar way to the Fitting
Service. Like the Fitting Service, the Analysis Service records its own performance data which is
a fairly accurate measure of its CPU usage (see sdction 4.8.3 for independent timing studies which
include factors other than algorithm speed). The only analysis which takes a significant amount of
time is the response curve since this involves fitting a non-trivial function for every channel in a
module (it is therefore of a similar complexity to the Fitting Service). Of course, the performance
of the Analysis Service is not as critical as the Fitting Service, since algorithms will only be run

once for each module in a test.

The test setup used a 2.66 GHz Xeon for most processes including the Fitting Service. The
high-level test system was used to generate response curves for 20 modules with data taken from
reception tests. The Analysis Service was run on a range of systems, all with Pentium 4 CPUs and
512 Kb cache (except for the 3.2 GHz CPU which had a 1 Mb cache). All machines had at least
512 Mb of RAM. The scratch space used for transferring data via NFS was set to an independent
machine. The total time to perform the analyses was obtained from the Analysis Service internal

timing routine and is shown in figufe 4]21 as the number of analyses per second.
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Figure 4.21: CPU scaling of the Analysis Service. The data show the number of re-
sponse curve analyses per second as a function of CPU speed.
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There is some evidence of a slight non-linearity in the scaling, which is likely to be due to the
time taken to read in all the fits — this is estimated to account for 13% of the total time. A similar
test was done on a 2.0 GHz CPU with a 256 Kb cache. In this case, the slow down in performance
was 20% which shows that the Analysis Service is not as susceptible to cache size as the Fitting
Service but that it is still important (note also that the 3.2 GHz CPU was not notably faster).

The overall speed of analysis is somewhat below the Fitting Service. This is importantin terms
of system performance since the analysis can only begin when the Fitting Service has completed its
work. However, since there are many modules, the Analysis Service can be analysing one module
whilst waiting for the Fitting Service to fit the last threshold scan of the next module. Nevertheless,
the achieved performance suggests that the Analysis Service would add about 3 minutes to the
time to do a response curve for 672 modules if both the Fitting Service and Analysis Service were
running on separate 3 GHz CPUs. This is less than a 10% increase and probably does not justify
further optimization. In any case, the analysis for all other tests is significantly faster than the

Fitting Service, so the total time added to a characterization sequence is minimal.

4.8.3 System performance

A series of system performance tests have been carried out. For these tests, the low-level test
system was used to generate response curve data. Most of the processes including the GUI, IS
servers, Calibration Controller and the test system were started on a 2.66 GHz Xeon system. The
Fitting Service was run on a 3 GHz system and the Analysis Service dfesetit 3 GHz system.

The scratch space, used to transfer the data files between machines, was hosted on the machine the
Fitting Service was running on. This choice is optimal for system performance with the current
configuration. All of the machines had no other CPU-intensive processes running on them. The
Xeon system used to host the programs that were not being timed was rarely at 100% usage and
only afected the performance of the system in that the time taken to publish all of the raw scan

data was somewhat dependent on it — this is an insignifidéette however.

The results are presented in figlire 4.22 which show the system performance. [Figlire 4.22a
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shows the times that important events occurred relative to the start time of the response curve.
Note that the time for a single scan was always 60 seconds, but that publishing the scan data took a
varying amount of time. This is why there is a slight upward trend in the ‘last raw scan data’ line.
The start and finish of fitting and analysis were used to calculate the real performance of the Fitting
and Analysis Services in figufe 4]22b in operations per second. The Fitting Service spends much
time waiting for new data at low numbers of modules and this is the reason for the apparently low
performance. An attempt was made to estimate the amount of time it spent waiting and was used

to produce the ‘corrected’ line. This graph corresponds to those generated in the individual tests

of performance in sectiofs 4.8.1 gnd 4]8.2.
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Figure 4.22: System performance graphs as functions of the number of modfas.
shows times relative to the beginning of the response curve {b3tshows the per-
formance of the Fitting and Analysis Services measured in operations per second (an
operation is either a fit to the scan data from a module or an analysis of the data for a
module); see text.

The graphs show two clear regions, with a switch between them occurring somewhere between
250 and 270 modules. For small numbers of modules, the Fitting Service is fast enough to fit all of
the data from one scan before the next scan finishes. However, around 250 modules, this changes
and thus, by the time the last scan is finished, the Fitting Service is still catching up with previous

scans.

98



4.8 Performance studies

Figure[4.2ZPb also shows that there is another reason for the steeper increase in time above
270 modules; which is that the Fitting Service performance decreases. It also shows that the
Fitting Service performance is at least 10% less than that expected from $ecti¢pn 4.8.1. It was also
observered that the Fitting Service CPU usage started out at about 90-95% but dropped to 75-80%
after a short period (with spikes to 95%). The remaining CPU was partly used by the NFS service,

but typically 10-15% was idle.

This can be explained by considering disk caching strategies. Data transfered in files over
NFS, such as the raw scan data, will not be immediately written to disk, but will be cached until
all available memory is used up. The normal strategy is then to write out the oldest data from
cache to disk, retaining the most recently accessed files. In the case of the Fitting Service, the
gueue will get very large, so large that the data will be larger than available memory, so the first
data will be written to disk. However, the Fitting Service uses a FIFO queue so this data is the
very data that it will ask for next. The file will therefore have to be read back from disk which has

is slow and has high latency (important since there is only one worker thread).

This would also explain why performance is highest for 250 modules. There is a brief period
at the beginning of each scan when the raw scan data is cached and the Fitting Service can use
most of the CPU. However, above 250 modules, the queue is never cleared, so this happens only
once, at the beginning of the test. This discovery suggests that the Fitting Service queue should be

changed to a first-in-last-out (FILO) queue which could give a 10-15% performance improvement.

The performance of the Analysis Service does not show a similar trend. In fact the Analysis
Service CPU usage was consistently around 70-75%. This is likely to be because it must transfer
10 fits from the Fitting Service machine (note that the NFS server is hosted on the Fitting Ser-
vice machine) and this is slow with high latency. Thieet could be mitigated by running with
multiple threads, if that were possible, although the ‘spare’ CPU could certainly be used by, for

instance, the Archiving Service, which was excluded from these tests.

These results show that for a full barrel 6, the software performance would account for more

than 50% of the total time, assuming that a single scan can be done in 1 minute and all the data
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for 672 modules published in about 30 seconds. However, if the scan and publish time was in fact
about 4.5 minutes, then the software would contribute only about 10% of the total time which is
more acceptable. Whilst these figures may suggest that the software is a large contribution to the
total time, the current hardware system is significantly slower than this. Currently a single scan
would take at least 6 minutes on a fully populated ROD. At this speed, the software would add at

most a few minutes to the total time.

4.9 Macro assembly

SctRodDagq is in current use at three macro-assembly sites: Oxford, Liverpool and Nikhef. Assem-
bly is progressing well with barrel 3 having been recently completed at Oxford[[108, 109, 110]. It
is now undergoing large scale testing (a significant test of the software too) before being shipped
to CERN. A plot of the input noise of the modules is shown in figure]4.23. This data was collected

with SctRodDag during module mounting.
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Figure 4.23: Noise (in ENC) versus position for barrel 3. The data was taken from
mounting tests. From [111], update of older version[112].

As mentioned in the previous section, the data from Oxford shows that currently a scan takes

100



4.9 Macro assembly

about 6 minutes for a fully populated ROD although ways are being investigated to improve this
performance, possibly significantly. However, reading out all of the histogram data from the RODs
is likely to be significant for large numbers of modules since it cannot be parallelised. Estimates
currently suggest that the time taken to read out the data is aboytr@8de which would be
about 3 minutes for 672 modulesAnother important area for system performance is updating the
module configurations based on the analysis results. This is currently very-dlgimnodule, but

there are suggestions for ways to improve this to a few tenths of a second.

Figure 4.24: The completed barrel 3. From [113].

YThere are several possibilities for improving this including compressing the data on the RODs (since occupancy
data is mostly either full or no occupancy, it would compress quickly and easily) and moving the fitting onto the RODs.
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4.10 Future directions

A piece of software likeSctRodDaq is never finished, but undergoes constant improvement whilst

it is still useful and there are certainly many areas wisereRodDaq can be improved. For in-
stance, speed increases could come through removing ROOT and using FILO rather than FIFO
gueues. More importantly, new features such as new tests specifically for macro-assembly or bet-
ter long-term archival could be added. For final ATLAS, features such as monitoring of physics
data and continual calibration will be needed. However, the most important changes are likely to
be those required to keep in step with external software. For instance, the latest versions of the
ATLAS online software have switched to using the omniOrb CORBA implementation (which is
fully compliant) and this implies significant changesSiitRodDag. SctRodDag must also move

to the new calibration and conditions databases as they become available. Finally some admin-
istrative changes may be needed and this may force a move away from using NFS as the data

transfer mechanism.

The success and ease with which these changes can be made will be the measure of whether
SctRodDaq fulfils one of its aims: for well-written, maintainable code. Whilst it ighdiult to be
guantitative, it is encouraging that C. Lester, who recently joinedt®odDag team, was able

to implement the change to omniOrb reasonably easily.

An important part of being able to make changes in the future is how well the code is doc-
umented, and indeed, good documentation was an aim. Several sources of documentation for
SctRodDagq are available: the code is reasonably well documented with the doxygeh tool [114] —
about 20% of non-blank lines are comments although this is someflilyeogenerally accepted
aim of one third. There is also ti8&=tRodDaq Wiki[82] which contains a large amount of col-
lected knowledge about the software, the beginnings of a manual for the GUI[115], B.J. Gallop’s
thesis[[83], which has a description of SctApi and the Configuration Service, and of course, this
chapter. However, it is certainly the case that some parts of the code are not as well documented

as others, and that more could be done to improve this.
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4,11 Summary

SctRodDagq, a system for data-acquisition and calibration of SCT modules during macro-assembly
has been developed. It has been shown in this chapter that the analysis sub-system is fit-for-
purpose by demonstrating that the algorithms are correctly implemented and that it is fast enough
to handle the large quantities of data that it must deal with. It is currently in use at three macro-
assembly sites where it is aiding module mounting and there are no reports of problems with the
software. It will be further developed in the future to become a system for integration of the whole
SCT and finally for use during assembly of ATLAS and data taking.

SctRodDaq has certainly satisfied its functional aims — it has provided a stable, robust system
for macro-assembly. The extent to which it has satisfied the aim of being a good quality, maintain-
able, well-documented piece of software is harder to judge, however there are encouraging signs
that it has at least adequately fulfilled this aim and S8w@atRodDaqg will continue to be a useful
tool throughout the lifetime of ATLAS. The next chapters will consider just how ATLAS can be

used if certain extra dimensional models turn out to describe nature.
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CHAPTER 5

Studies of Graviton Decays to Heavy Vector

Bosons

Oh, let me have just a little bit of peril?

5.1 Background

The Randall-Sundrum (RS) model was introduced in se€tion|1.2.3. One of its key predictions is
the existence of a tower of widely spaced, narrow massive graviton resonances. The lowest energy
resonance should be accessible to ATLAS if the RS model is to solve the hierarchy problem.
Since the second and higher resonances are not normally accessible, the lowest mass resonance is
referred to as the graviton. Its mass is givenntyy = x1A,k/Mp wherex; ~ 3.8, the first root
of the Bessel function. Recall from sectjon 1]2.3 théd¥lp. andA, are parameters of the model
with k/Mp expected to be between 0.01 and 0.1 Apds 10 TeV.

An earlier studyl[46] has shown that the graviton could be discovered in thegSe™ channel
if its mass is less than 2 TeV for the most pessimistic cadgp, = 0.01 (note that the cross
section rises withk/Mp()?). One key property of the graviton is its universal coupling — this is
quite diferent from other massive neutral resonances such as heavy Higgs bodans. This
study aims to determine how well the coupling of the graviton to heavy vector bosons could be
measured.

The G - W*W~ and G — Z°Z° channels are considerably more challenging than the dis-
covery G — e*e” channel. Not only is the branching ratio smaller, but the reconstruction is

harder and there are sizable Standard Model backgrounds to consider. In both these cases, the
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semi-leptonic decay modes have been considered, as the lepton(s) are useful for triggering and
background rejection whilst retaining a reasonable branching fraction. The signal channels are
therefore G—» W*W~ — ¢y, jjand G — Z97° — ¢¢jj where ¢ stands for either an electron or

muon (not tau) and j represents a jet. This convention is followed throughout this chapter.

5.2 Event generation

All events were generated usiffRWIG 6.301[64, [116] and passed through the ATLAS fast
simulation softwareATLFAST 2.60 [117]. ATLFAST default settings were used except that the
high luminosity option was turned on and the jet finder algorithm used was Mulguisin\Rith

0.2 (see section 5.3.2). ASTLFAST does not include electron or muon identificatighicéencies,

these were added afterwards. The electficiency was set to 90% and the mudhfi@ency 85%
based on the expected values [47, sections 7-8]. It should be notélERWaG does not include
interference terms with Standard Model processes. It is therefore only valid if the experimental

resolution is larger than the width of the graviton which is the case in this study.

5.2.1 Signals

Signal samples at a selection of graviton masses in the range 500—-3000 GeV were generated with
k/MpL = 0.05 (0.01 at 500 GeV). Data corresponding to an integrated luminosity of about 00 fb

or a minimum of 20,000 events were generated at each point. [Table 5.1 gives details about the
G —» W*W- and G— Z°Z° signal samples. In the G> Z°Z° case, one $was forced to decay
leptonically; this has been accounted for in the cross sections reported, which were based on the
HERWIG output.

The G— W*W~ — (v, jj signal is characterised by:
¢ A high pry lepton in the central region.
e Missing transverse energy due to the neutrino.

e Two high pr central jets with small separation.
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5.2 Event generation

G > W"W- G — 7070 (Z° - ¢0)
Mass (GeV)| k/MpL | Cross section (fb) Events || Cross section (fb) Events
500 0.01 975 120,000 66.7 60,000
800 0.05 2730 100,000 182 160,000
1000 0.05 917 100,000 61.3 50,000
1300 0.05 240 40,000 16.2 20,000
1500 0.05 111 20,000 7.41 20,000
1650 0.05 65.5 20,000 4.38 20,000
1800 0.05 39.8 20,000 2.64 20,000
2000 0.05 24.1 20,000 1.42 20,000
2200 0.05 11.9 20,000 0.790 20,000
2500 0.05 5.20 20,000 0.346 20,000
2750 0.05 2.63 20,000 0.181 20,000
3000 0.05 1.47 20,000 0.00969 20,000

Table 5.1: Details of the signal samples for the W and Z channels showing the model
parameters, cross section and number of events generated for each data sample. Note
that one of the 2 bosons was required to decay leptonically — this is included in the
cross sections. All numbers are given to 3s.f.

This signal is experimentally similar in some respects to heavy Higgs decays which have
been studied in some detail in ATLAS[118, 119]. There are however significatatices; the
production mechanism for these heavy Higgs particles is normally via vector boson fusion which
allows the possibility of using very highy| jets to tag the events and of vetoing on hadronic
activity been the tag jets and the central hard process$ [120]. The production mechanism for the
gravitons considered here is quark or gluon fusion, so these techniques cannot be used. However,
the graviton signal does have the advantage of being a very narrow resonance (unlike a heavy

Higgs) which will aid the separation of the signal and background.

The G — Z°Z° — ¢¢jj signal is similar except that there are two central leptons and no

missing energy. This means that the leptonfdsZeasier to reconstruct and the mass resolution
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will be better, but the $7° channel is hampered by lower statistics.

5.2.2 Backgrounds

The main Standard Model backgrounds for the-GN*W~ — ¢v, jj signal are:
o tt > W*W-bb — ¢v,jjbb.
e W+2 jets where the W decays leptonically and the two jets fake a W.
e Standard Model VWV~ production.

Of these, the most important are the reducible backgroubdsidt\W4-2 jets, as both of these will
have very high cross sections at the LHC. The irreducible Standard Mot Wackground,
by contrast, is negligible, but has been included for completeness.

The backgrounds for the & Z°Z° — ¢¢jj signal are similar except that there is no equivalent
of the t background. The dominant background is therefor@ Jets production; again Standard
Model Z°Z° production is negligible.

Approximately 100 fb! of data was generated for each of the backgrounds where this was
possible. The lZ+2 jets backgrounds were generated usingHBERWIG W/Z+jet processes
with the second jet coming from initial or final state radiation. It is known that these processes
underestimate the cross section for multi-jet final states, so the cross sections were multiplied by

a factor
2(Njet—l)

1%, + (BF)?
Gy

whereNjet is the number of jets (2 in this case), apﬁ':ir is the jet transverse energy threshold

1.6 x [ (5.1)

which was set to 15 GeV. This correction brings HERWIG cross section into better agreement
with tree-level matrix element calculations[121].

The W+jets sample was split into two with fiérentpr ranges. The higlpr sample was
generated with all decays, but in the Igw sample the W was forced to decay to an electron or

muon to reduce the number of events that needed to be generated. Even so, it was still not possible
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to generate the full 1003 of data. In principle, the lack of W~ rv_ could bias the result as
7 — {v,v, is an additional background. To compensate for this, the scale factor was increased
by the branching ratio for this decay (17%). It was confirmed in a small sample that this was the
increase in acceptance between-W¢v, and W — all. It should be noted that this only has an
impact on signals below800 GeV.

The t cross section was increased by a factor 1.84 to bringHHRIG cross section into
agreement with the NLL cross section calculated in [122]. Tgble 5.2 gives further details on the

background samples generated.

Background pr range (GeV)| Cross section (pb) Scale factor| Events &10°)
tt > 80 246.4 1.84 50.5
W+jets > 200 125.3 1.71 24.5
W-jets, (W— £v,) | 80< pr <200 530.4 2.016 24.5
WHW- > 80 9.34 1 1.0
Z+jets > 80 65 1.71 14.8
VAYAL > 100 0.1616 1 0.25

Table 5.2: Background sample information showing thyerange which indicates ther
cut placed on the hard process at generator level, cross sections as repéHau 1,
the scale factor (see text) and the number of events generated.

In total over 150 million events were generated. This was made possible by using the UK
e-Science grid and in particular machines at Cambridge, Imperial College London, RAL and

Southampton. For further information sée [123].

5.3 Reconstruction

531 W- ["z reconstruction

In the G— W*W~ case, the leptonic W needs to be reconstructed from the leptopranthis

is done by using the W mass as a constraint and gives a quadratic farctmponent of the
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neutrino’s momentump,. This constraint ectively fixes the angle between the neutrino and
the lepton but this, of course, leads to a degeneracy in which side of the lepton the neutrino is.
Since the W is highly boosted, the discriminant in the quadratic is typically close to zero and in
about 30% of cases is measured to be negative. To increase the $igiehey, these cases were

allowed, with the descriminant set to zero.

For the cases where there are two solutions to the quadratic, one must be chosen (or both
used with the events given a weight of 0.5). For the method of choosing the solution randomly,
the graviton mass resolution is shown in figiire] 5.1a which has a characteristic shape from two
Gaussians — one narrow one corresponding to choosing the correct solution and a much wider
one from the wrong solution. For this study, an alternative method was used that reduces the
size of the tails.p, was set to the average of the two solutions which corresponds to choosing
the pseudorapidity of the neutrino to be the same as that of the lepton. This is illustrated in
figure[5.1b. Note that although the Gaussian is slightly wider, the tails are much smaller. This is

slightly beneficial when the background is taken into account, althoughftieeatice is small.
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Figure 5.1: Comparison of graviton mass resolution for two methods of sefijngith
mg = 1 TeV. In(a) p, was randomly chosen to be one of the two solutions whereas in
(b) p, was set to the average of both. See text.
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5.3.2 W)/Z - jjreconstruction

Reconstructing the hadronic W or Z is madéidult by the high boost it typically receives from

the very massive graviton. This makes the separation between the two jets very small. For instance,
the jet separatiomyR = /A¢2 + Ar?, peaks at\R ~ 0.35 for a 1 TeV graviton and @R ~ 0.2 for

a 2 TeV graviton ATLFAST models the whole calorimeter as a grid of @ 0.1 cells in the central
region, so the smallest average separation that can be detegRc=i€.2. In practise, it may be
possible to do rather better than this — recall that the ECAL geometry has a higher granularity
in some regions (see sectipn 2]2.3 and figurg 2.7) and tracking information could also be useful.

Studies of these possibilities would need full simulation.

Reconstructing highly boosted W or Z bosons remains a topic of interést[1/1, 124, 125]. The
technique used here was to use the Mulguisin algorithm [124]ARkE- 0.2. This gave the highest

reconstruction fiiciency of the available methods (coke,and Mulguisin)|[126].

The W is reconstructed by using the highpstjet and searching for another jet that gives a
mass in the range 66 Mj; < 85GeV. The reconstructed W mass is shown in figurg 5.2 for two
example signals. Note that the peak is somewhat below the true W mass; this is probably due to
the smallAR parameter used in the jet reconstruction — some energy will be lost outside of the
jets. Analysis of boosted hadronic W decays could be used to re-calibrate the jet energy scale and

to correct for this. In the Z- jj case, the mass range was <9;; < 100 GeV.

At very high graviton masses, resolving the two jets becomes extrentélyuttiand the re-
construction ficiency decreases. A number of techniques have been discussed for improving
reconstruction is such cases, such as using sub-jet or heavy jet techniglies[118, 119]. It is possi-
ble that such techniques would be helpful at high mass where the Standard Model background is
also much smaller (reconstruction of the hadroni@Ws an important rejection of the X¥-+jets

backgrounds). A full study of this would require full simulation.
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Figure 5.2: Reconstructed W~ jj mass for(a) mg = 1 TeV and(b) mg = 2 TeV.

5.3.3 Graviton reconstruction

The graviton is trivially reconstructed from the® W/~ or Z°Z° pair. The mass resolution is shown
in figure[5.3 for the G- W*W~ case and figurle 5.4 for the & Z°Z° case. The mass resolution
is about 6% for G—» W*W~ at high mass rising to 9% fang = 500 GeV. The resolution is a
constant 3% for G- Z%Z° due to the presence of two leptons. In all cases, the mass is slightly

underestimated by up to 10 GeV — thifext was evident in the W and Z mass reconstruction

(figure[5.2).

5.4 Cuts

The aim of the cuts is not to simply to maximi§¢ VB — discovery of the graviton is better
achieved in other channels, rather the aim is to measure the couplings as accurately as possible.
The cuts should therefore reduce the large Standard Model backgrounds as much as possible whilst
leaving a smooth shape under the signal. This is necessary so that the backgrounds can be fitted in
the sidebands and subtracted. In particular, it is possible to inc8#a¢B by increasing the cuts

(particularly thept cuts) in the following sections, but this causes the background to peak under
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Figure 5.3: Graviton mass resolution in the & W*W~ — ¢v, jj channel.

The graviton signals will produce highr decay products since their mass is large. The Standard

Model backgrounds by contrast typically produce particles with pgw The cuts applied in the
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Figure 5.4: Graviton mass resolution in the & 7°Z% — ¢¢jj channel.
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G - W*W™ case were:

e Leptonpr > 40 GeV.

pr > 40GeV,

Jetpr > 40 GeV for both jets.

e W pt > 80GeV for both Ws.

65 < ij < 85GeV.

The dfects of these cuts are summarised in tabl¢ 5.3. The most powerful are the cuts on the jet
and leptonprs and onpr. The W pr cuts have been omitted from the table as they have only a
small dfect (they are #ectively implied by the othepr cuts). The cut on the reconstructed W
mass,Mj is very important in reducing the backgrounds.

The cuts for the G- Z9Z° case are somewhat similar:

e Leptonpr > 50 GeV for the highespr lepton.

Jetpr > 50 GeV for both jets.

Z pt > 100 GeV for both Zs.

85 < Mg < 100 GeV.

75< ij < 100 GeV.

The pr cuts can be slightly higher as the higher resolution allows the peak position to be moved
up. The dfects of these are shown in table]5.4. Again, By cut is important in reducing the
Z+jets background.

It is possible to slightly improve the final results by tuning these cuts for a given graviton
mass. If this is done, care has to be taken to ensure that the background does not peak under the
signal and such an optimisation would be somewhat sensitive to the details of how the background

subtraction is carried out.
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Signals,mg Backgrounds
- . W+jets, an g
Cuts 0.5TeV| 1TeV | 1.5TeV | 2TeV tt W+jets low pr W*TW

Events with 1 leptonl 34528 | 31313| 6256 | 6057 || 15.3<10° | 3.85<1(P | 10.3x10° | 211x10°
and>2 jets
Leptonpt >40GeV | 73% 85% 89% | 92% 55% 75% 67% 66%
pr > 40GeV 55% 75% 84% | 87% 39% 60% 33% 39%
Jetpr > 40GeV 39% 62% 1% | 72% 34% 39% 13% 17%
65 < M; < 85GeV 13% 29% 33% | 26% 5.0% 3.6% 0.56% 7.2%
Total passingpr cuts | 4331 | 9165 | 2093 | 1592 || 763x10° | 139x10° | 57.710° | 15.1x10°
Equiv. for 100fb! 3532 | 8426 | 1165 170 || 685<1C° | 122x10° | 252¢1C° | 14.1x10°

Table 5.3: Effects of the cuts for the G> W*W™ channel, given as a percentage of the
events passing the selection criteria for signals at various graviton masses and the main

backgrounds.
Signalsmg Backgrounds
Cuts 0.5TeV| 1TeV | 1.5TeV | 2TeV | Z+jets | Z°Z°
Events with 2 leptons 30476 | 26167 | 8847 | 7776 || 8.0x10° | 141x10°3
and>2 jets
Leptonpt >50GeV | 98% | 100% | 100% | 100% || 61% 64%
85< My <100GeV | 89% 89% 87% | 84% 51% 54%
Jetpr > 50 GeV 49% 64% 66% | 64% 14% 16%
75< M;; <100GeV | 15% 31% 35% | 31% | 0.52% 7.4%
Total passingor cuts | 4608 | 8003 | 3077 | 2379 || 41708 10496
Equiv. for 100 fly! 506 982 114 17 31338 687

Table 5.4: Effects of the cuts for the G»> Z°Z° channel, given as a percentage of the
events passing the selection criteria for signals at various graviton masses and the main

backgrounds.
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After these cuts, the backgrounds are still large. Ways of further reducingy laekground
will be discussed shortly. Further reduction of thgAMjets backgrounds is flicult however.
In [118], an attempt was made to use the jet energy profiles but, although there viiesende
between their signal and backgrounds, once they had applied their other cutsffénende dis-
appeared. This technique would require full simulation for it to be applied in this case and it is not

clear how well the jet energy profiles could be measured for such highly boosted jets.

5.4.2 Top reconstruction and jet veto

After the pr cuts the Standard Model backgrounds fo-6W*W™ are still extremely large. The

tt background was further reduced by the use of two cuts:

e An attempt was made to reconstruct a top quark. This was done by looping over all the
remaining jets in the event and forming the Wj invariant mass for each W. IK1Bly; <
200 GeV then the event was assumed to contain a top quark and was rejected. b-tagging was

not used for this as it could only reduce the power of this cut.

e A cut on the number of central jets is made. If there are more than four (including those

used to reconstruct the W) wiityr greater than 15 GeV then the event is rejected.

The dfect of these cuts is shown in ta5.5. As can be seen, they greatly redude the t
background although at the cost of some reduction in sigfi@iency. In the G— Z°Z° case

there is no equivalent of thé background so these cuts were not employed.

5.4.3 Summary

The overall signal reconstructioffieiencies are shown in figure $.5. As can be seen fiiw@ency

peaks aing ~ 1500 GeV. At lower masses théfieiency is impacted by thpr cuts whereas at

high mg the reconstructionfgciency is dominated by the ability to accurately reconstruct two
close jets. It is possible that some improvement in signal reconstruction could be achieved at high

mg by relaxing theM;; cut, however this is likely to increase the signal resolution.
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5.4 Cuts

Signals,mg Backgrounds

_ . W +jets, _
Cuts 0.5TeV| 1TeV | 1.5TeV | 2TeV tt W +jets low pr W+wW
Events passingpr | 4331 | 9165 | 2093 | 1592 | 793x1C® | 13%10° | 57.710° | 15.1x10°
cuts
No top quarks 94% | 87% | 85% | 83% 66% 88% 99% 99%
< 5 central jets 81% | 68% | 65% | 60% 34% 71% 92% 96%
Total passing top 3522 | 6207 | 1352 | 950 || 270x10° | 99.1x10° | 53.2x10° | 14.5¢<1C°
cuts
Equiv. for 100 fly? 2872 | 5707 | 752 101 || 242¢<10° | 86.9x10° | 232x10° | 13.5¢10°

Table 5.5: The dficacy of the top cuts, given as a percentage of the events passing the
mass angr cuts (top line).
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Figure 5.5: The signal reconstructiortiiciency measured as a fraction of the estimated
number of signal events (see taple|5.1) and counted in a window af 20-.
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The backgrounds are rejected by an average factor of 304 however, because of their extremely
large cross section (in total 1747 ptincluding scale factors), they still dominate the signal. The
shape of the backgrounds after all the cuts is shown in flgufe 5.6 together with an example signal.
As can be seen, both backgrounds have a smooth, steeply falling shape. The method for estimating

and removing the background under the signal peak is dealt with in the following section.

8 ]

] [ I $ 3000 B Z+jets
50000 [ W+jets Q mzz

Il W-iets, low p; 2500 [l Signal
40000 CJww

] I signal 2000
30000 ]

] 15004
20000} ]

] 1000

0-] 0
0 200 400 600 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400
Graviton mass (GeV) Graviton mass (GeV)
(@) G » W*W- (b) G — z2°2°

Figure 5.6: Background shapes after all cuts fa) the G —» W*W~ — (v, jj channel
and(b) the G —» 7°Z° — ¢¢jj channel. A sample signal witing = 800 GeV and
k/Mp. = 0.05 is also shown.

5.5 Background subtraction

In this section, itis assumed that the graviton mass is known which would come from the discovery
channel, G— ete™. Itis also assumed that the signal resolution at the graviton mass is known
which would be determined by studies like this. It is therefore not necessary to establish a high
signal to noise ratio before attempting to measure the coupling.

One of the constraints on thgr cuts discussed in sectipn 5.4.1 was to leave a smooth back-
ground under the signal peak so that the background could be estimated from the sidebands. The

method used to do this is illustrated in fig{ire]5.7.
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Figure 5.7: Background subtraction schematic. The background fit is made over regions
1 and 3 simultaneously. This is then extrapolated into region 2 and subtracted to leave
the signal. Thepr cuts were set to ensure that region 1 did not extend below the peak
position+ 100 GeV.

A fit was made to the background using one of several functions (power law or exponential —
the choice did notféect the results but was used to estimate the systematic error on the fit). The
fit region was taken to b + 60 with the centralng + 20 region excluded. The fit function was
then used to subtract the background from under the signal peak. An example of this is shown in

figure[5.8 formg = 1.5 TeV andk/Mp_ = 0.05.

5.6 Results

The branching ratix cross sectiony.B, can be measured by counting the number of signal events
if the acceptance and luminosity are known. In this studf is not actually calculated, rather
the error on such a measurement is estimated. These errors are then plotted in terms of the model

parameters), andmg to allow easy comparison with other models.
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Figure 5.8: Background subtraction example fog; = 1.5 TeV andk/Mp = 0.05. (a)

shows the fit to the background. The arrows indicate where the central excluded region
is and the fit is also dashed in this regigh) shows the result of the subtraction with a
Gaussian fit.

5.6.1 Determination of errors

The estimated number of signal everls, is given by
Ns = Ns + Ng — Ng (5.2)

whereNs andNg are the number of signal and background eventshanid the estimated number
of background events from the background subtraction. The error on the number of signal events

is therefore

ANZ = ANZ + ANZ + ANZ. (5.3)

SinceNs andNg will be Poisson distributedANZ = Ns andAN2 = Ng. ANg is more dificult,

but was estimated in two ways. Thredfdient functions were fitted to the background and the
differences between them were used to estimate the error. This was compared with the value
1/ /Nsit which should give the fractional error oY whereNg; is the number of events in the fit

region. These methods were in broad agreement giving errokgdretween 3 and 6%. For the
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final plots, the first method was used; typically this error is small compared to the others.

This calculation gives the statistical error. However systematic errors will arise from the ac-
ceptance, luminosity and the various reconstructifiitiencies. The luminosity is expected to
be measured to 5-10% using conventional methods [47] although methods are being investigated
to reduce this to 1-2%[127, 128]. The errors on the acceptance and reconstriitienaes
should be small but will depend on the detector and reconstruction code and are thus beyond
the scope of this study. These systematic errors are therefore very uncertain and have not been

included, in any case, the two channels studied here are generally statistically limited.

5.6.2 Contours ofo.B

The equations in the previous section were inverted to give the number of signal events required
for a given statistical error. This was calculated for each signal and compared to the actual number
of signal events and from this the theoretical parameters were determined (recall that the cross
section scales withk{Mp)?). This technique is valid so long as the width of the graviton is
less than the experimental resolution, which is always the case in this study. The results of this
method are shown in figurgs 5.9 dnd $.10. The contours have been extended into the theoretically
disfavoured region abouk, ~ 10 TeV as it may be applicable for other models.

At lower values ofmg the measurement a@f.B would be entirely dominated by the back-
ground. This is why the G- Z°Z° channel outperforms the G- W*W~ channel — the
backgrounds are lower there. In particular it is interesting to note that the reachdacreases
belowmg = 800GeV in the G—» W*W~ channel due to the steeply rising backgrounds. At
higher masses the measurement would be dominated by signal reconstrifiitienaes. The
comparatively low branching ratio explains why the-& 7°Z° channel drops fb faster than the
G - W*W~ one.

In the basic RS scenarig,; > 10 TeV is disfavoured so that the hierarchy problem is solved.
Much of the allowed parameter space is therefore covered by these results. A measurement of the

G —» W*W-~ coupling could be made fox, < 10 TeV up tomg = 1.8 TeV and a measurement of
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Figure 5.9: Contours showing the statistical precisionarB for the G - WW~ —

tv,]j channel and an integrated luminosity of 100%b The brown region is excluded

by the Tevatron (see sectipn 1.2]3.1) and the blue region indicates Wiése > 0.1.
Lines (dashed) of constaktMp are also shown.
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Figure 5.10: Contours showing the statistical precisiomwif for the G — 7°Z° — ¢¢jj
channel. As for figurg 5]9.
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the G— Z°Z° coupling up tomg = 1.6 TeV.

5.7 Wider context

This study was not conducted in isolation. M. A. Parker and A. Sabetfakhri have studied the
G — u*u~, G - yy and G- jj channels building on the earlier work in [46] which investigated
the G— e*e discovery channel. Their results are presented in figurg 5.11.

Taken together these results show that the graviton's couplings could be measured in a wide
range of channels for a significant part of the allowed parameter space — this would then be an ex-
cellent test of the universal coupling that is a model-independent feature of the graviton and should
allow rejection of heavy Higgs and ZAypotheses which do not have such universal couplings. A
measurement of the G> Z°Z° coupling would be particularly useful in rejecting a pseudo-scalar

hypothesis (such as an unmixet) Zince such a coupling violates parity conservation.

5.8 Conclusions

e The G— W*W~ and G — Z°Z° couplings have been shown to be measurable to 30% or
better formg < 1.8 TeV in the G—» W*W- case andng < 1.6 TeV in the G —» 7070
case forA,; < 10 TeV. This covers much of the allowed parameter space for the original RS

model.

e The reach at higimg is limited by the reconstructionfiéciency due to the inability to dis-

tinguish the jet pairs.

e Taken with the couplings in other channels, these would provide confirmation of the univer-
sal nature of the couplings and would help rule out other potential candidated’ and

heavy Higgs bosons.
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CHAPTER 6

Exploring Higher Dimensional Black Holes

It's not a question of where he grips it! It's a simple question of weight ratios!
A five ounce bird could not carry a one pound coconut.

One intriguing possibility of the extra-dimensional scenarios presented in secijon 1.2 is that
if they are realised, then it may be possible to create quantum-scale black holes at the LHC. If
they are created then observing them and measuring their properties will be an important and
exciting task for the LHC. One of the main focuses for this chapter is the uncertainty in the black
hole theory. This has led to the development of a new technique for measuring the black hole
temperature that tries to account for many of the uncertainties. This has been applied to a test case
and the results used to estimate how well the Planck mass and the number of extra dimensions

could be measured.

6.1 Black hole production and decay

There are several scenarios in which the fundamental Planck scale can be as low as a TeV; some
were presented in chapfer 1. In any theory where trans-Planckian energies are accessible, black
hole production is theoretically possible. So far, black holes in extra dimensions have been most
studied in the earliest and simplest scenario, that of Arkani-Hamed, Dimopoulos and Dvali (ADD)
and this model has been used throughout this chapter. A more detailed overview of black hole
theory can be found in [16] and the references therein.

Physics at or near the Planck scale will necessarily be described only by a quantum theory of
gravity. However, significantly above this scale, it is assumed that semi-classical general relativity

can be used to describe black hole production and decay. To be within this regime, it is necessary
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Exploring Higher Dimensional Black Holes

for the mass of the black hol®)gH, to be much greater than the Planck mads, and also for

the black hole temperature to be much lower than the Planck mass. This assumption is known as
the semi-classical approximation. Throughout this chapter, as in clpter 1, the convention for the
Planck mass according to Dimopoulos and Landsheérg [2] has beeheidbd Planck masdvip,

is

1

n+2

- - 6.1

PL ™ G4(27R)" 6.1)
wheren is the number of extra dimensiorigjs the size of the extra dimensions (assumed to have

the same size) an@, is Newton’s constant in 4 dimensions (see sedtion 12.2.1).

6.1.1 Black hole production

If the centre of mass energw/, is much greater than the Planck scale then it is expected that
black holes will be well described by the semi-classical approximation. In this approximation, if
two particles approach within the event horizon given by their centre of mass energy, then a black
hole must form regardless of how violent the interaction is. In this case then, the cross section is
geometricl[129] and given by

o= ﬂréH ( \/é) (6.2)

wherergy is the dfective radius of the event horizon. For a spherically symmetric, non-spinning,

uncharged black hole, the radius is

1
fon = — (MB”)nil [Sr(%s))m (6.3)
VraMpL \ MpL n+2
whereMgy = V. Itis assumed that thefiierence between uncharged, non-spinning black holes
and more realistic black holes is only incremental. A more careful consideration of the production
shows that the cross section is modified by a form factor which is of order Linity [130].
The cross section therefonecreaseswith centre of mass energy. This is markedlytelient

to perturbative physics where cross sections decreasevttSince it cannot matter what inter-
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6.1 Black hole production and decay

actions occur inside the event horizon, black hole production suppresses perturbative physics and
thus marks the end of short distance physics. This also means that the dominant contribution to
the black hole cross section comes when the impact parameter is at its largest which means that
black holes will typically be formed with high angular momenta.

Note that the cross section depends only on the centre of mass energy, geometric and kinematic
factors. It does not depend on the particle type or flavour. Therefore, although this parton-level
cross section must be convoluted with the PDFs at the LHC, black holes can be formed from
valence quarks and thus much higher masses are accessible than is normally the case for new

physics signals. Some cross sections which include PDFs are given in $ectipn 6.2.1.

6.1.2 Black hole decay

Black hole decay in extra dimensions is based on analogy with results and simulations of decays
of astrophysical black holes in 4 dimensions. Note that none of the aspects of astrophysical black
hole decay, including Hawking radiation, have been experimentally verified.

Once formed, a black hole is expected to decay quickly (although this depends on the details
of the extra dimensional model). Estimates of the typical lifetime vary from®to 1017 s [12,

131,132]. The decay goes through three major phases:

1. Thebalding phasen which the asymmetries and moments in the event horizon (‘hair’) due

to the violent production are lost.

2. A Hawking evaporation phasavhich begins with a briekpin-down phasén which the
angular momentum of the black hole is shed followed b$chwarzschild phasenhich

accounts for the majority of the energy loss.

3. Finally aPlanck phasevhich occurs at the end of the decay when the black hole mass or
temperature reach the Planck scale. At this stage the black hole is often referred to as the

‘remnant’.

Of these stages of decay, only the evaporation phase is at all understood although work has
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been done on the others using well-informed guesses. They are discussed further irf section 6.3.

The evaporation phase occurs via Hawking radiation|[133] which is characterised by a tempera-

ture, Ty,
_n+1 (6.4)
H= 47Z'I'BH ’
which gives the important relation
l0gTh = —— log Mgy + constant (6.5)
gln = ] gMgah .

where the constant depends onlyMp,_ and geometric factors. The energy spectrum for Hawking
radiation from an uncharged, non-spinning black hole of fixed temperature in its rest frame is
approximately black-body and is given by

dN E? y
—
dE  expE/Th) F 1TE|+6

(6.6)

wherey are the ‘grey-body’ factors that are spin and angular momentum dependent. The denomi-
nator includes a spin statistics factor thatisfor bosons and 1 for fermions.

The relative emissivities for fferent particles can be calculated from the grey-body factors
and from the numbers of degrees of freedom for each particle. The relative emission probabilities

are given in tablg 6]1 fan = 3.

6.2 CHARYBDIS: A black hole event generator

The black hole event generatGHARYBDIS [134,[135] has been used to generate Monte Carlo
event samples. Itis designed to simulate the production and decay of black holes in hadron collider
experiments. The generator is interfaced, via the Les Houches accord [1BBRWDG 6. 5 [64,

137] which performs the parton shower evolution of the partons produced in the decay and their
hadronization.

The CHARYBDIS event generator models black hole production and decay using the theory
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6.2 CHARYBDIS: A black hole event generator

Particle Probability (excl. grey-body) Probability (inc. grey-body
Quarks 0.6102 0.5964
Gluons 0.1356 0.1412
Charged leptons 0.1017 0.0994
Neutrino$ 0.0508 0.0497
Photon 0.0169 0.0177
Z boson 0.0254 0.0283
W bosons 0.0508 0.0567
Higgs boson 0.0085 0.0107

Table 6.1: Particle emission probabilities excluding and including grey-body factors for

n=3.
presented in sectidn 6.1e. it assumes that the semi-classical approximation is valid and that
black holes are well described as non-spinning and uncharddRYBDIS models only the
Schwarzschild phase and includes the grey-body factors in the energy spectrum of decay prod-
ucts.

The decay patrticles are chosen according to the relative emission probabilities calculated for
the evaporation phase. The decay of black holes is subject to the constraint that baryon number
and charge must be conserfed

CHARYBDIS includes many options to modify its behaviour, which can be important in in-
vestigating some of the systemati€eets on black hole decays which are dealt with in detail in
sectior] 6.B. Since black hole production is not understood near the Planck mass, it generates black
holes within a mass range that can be controlled. The cross section thusfalisuptly at the
lower edge of the mass rang@HARYBDIS has options controlling the particles it decays into and
whether the black hole temperature is allowed to vary; it can also control some aspects of the rem-

nant decay. However, it does not model emission into the bulk and the remnant cannot be stable.

&This assumes that right-handed neutrinos do not exist.
bBaryon number may not be a conserved quantity but it is necessary for technical reasons. This should not be
experimentally observable.
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Nevertheless, it is the most complete black hole event generator available.

6.2.1 Black hole production cross section

The cross section reported BHARYBDIS is given in tablg 6.2 for some indicative valuesnadnd

Mgn. The defaulHERWIG 6.5 PDF set has been usedNote that, even though the cross section
does not include the form factors calculated in |130] which tend to reduce de@endence, the
cross section does not vary much witlfsee also sectidn 6./13). Also it is clear thaMp_ is of

the order of a TeV, black holes will be produced copiously at the LHC, indeed it would qualify
as a black hole factory, with even extremely massive black holes being produced in observable
numbers. This is quite unlike the normal situation with exotic signals and with such a wealth
of data it should be straight-forward to discover black holes (see s¢ctipn 6.7). Measuring their

properties may be much harder however, as the next section discusses.

Topology Total Cross Section (fb

n=2 55,500

Mgy =>5TeV | n=4 33,000
n==6 30,100
n=2 560

Mgy >8TeV | n=4 300
n==6 260
n=2 6.9

Mgy =>10TeV | n=4 35
n==6 3.0

Table 6.2: The black hole production cross sections at the LHCN = 1 TeV as
given byCHARYBDIS. Note thatCHARYBDIS does not include the form factors mentioned
in sectio 6.11.

“The defaulHERWIG PDF is the average of the MRST98 central and higher gluon leading order fits [138].
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6.3 Model uncertainties

6.3 Model uncertainties

There are a large variety offérent theoretical models and variations that could be regarded as
model uncertainties. However, for the studies in this chapter, | have considered only the ‘standard’
models in which black hole decay occurs approximately as discussed in gection 6.1 within the
standard ADD scenario. Nevertheless, there are still many uncertainties and assumptions. Whilst
it may be possible to measure the model parameters, typibély andn, given some set of
assumptions, it is generally much harder to verify these assumptions. WordEgrardiset of
assumptions may give veryftirent values for the same model parameters. These assumptions
and uncertainties thus result in large systematic errors. This section discusses these so that analyses
can be developed which are as widely applicable as possible. This section also shows how some

of them can be manifest as large systematic errors.

6.3.1 Production cross section

As with many aspects of black hole production, there is no clear consensus on the validity of
the semi-classical calculation of the cross section. Sevéidts that could suppress black hole
production have been considered|[139,]/140] whilst other authors have refuted these or confirmed
the semi-classical calculations[130, 141, 142,/143]. The current state of the literature seems to
suggestthat either black holes will be seen at the LHC, in which case the semi-classical approxi-
mation is likely to be good, or the semi-classical approximation is bad, in which case black holes
will not be produced.

The form factor that relates the left- and right-hand sides of equatipn 6.2 is somewhat uncer-
tain, although they have been calculated using numerical simuldtions [130]. More importantly, the
transition from the parton-level cross section to the hadron-level cross section is based on factori-
sation and it is unclear whether this would remain valid into the trans-Planckian regime. There are

also issues regarding the PDFs which are discussed in sgctign 6.13.

dAssuming the ADD scenario is realised.
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6.3.2 The first stages of decay

CHARYBDIS does not model the initial ‘balding’ or spin-down phases of the black hole decay. The
amount of energy emitted from the black hole during these phases is expected to be small (some
estimates give the fraction as 16—25% [16,/144]) so such an omission should not be too significant.

However, it is probable that the energy spectrum will be modified at low energies.

6.3.3 Energy deposition on the brane

Estimates vary as to how much energy is expected to be emitted into the bulk by emission of
gravitons, but it could be significant. One estimate suggests that the fraction of energy emitted
into the bulk is around 20% far = 2—4 rising to nearly 50% fon = 7 [12]. Any energy emitted
into the bulk will make an accurate measurement of the mass midieutti Although this &ect
could in principle be observed as a change in the expected shape of the cross section as a function
of black hole mass, determining this would be experimentally challenging. In these studies it
has been assumed that all the energy would be deposited on our brane. A modified generator
and further study would be necessary to understand the full impact of this assumption although it
would necessarily impact the mass resolutions presented in secfjon 6.8.

There have also been suggestions that radiation into the bulk could be much greater than
previously thought and that this could cause the black hole to reffaf our brane thus seeming

to disappear[145].

6.3.4 Back reaction and the ffect of the kinematic limit

The energy distribution for emission from a black hole, the grey-body spectrum, extends to infinite
energy. However, the maximum energy that is kinematically allowed is half the black hole mass.
The distribution must therefore be modified near and above this kinematic limit. Of course, for
very massive black holes this is not an issue — the probability of an energy greater than the
kinematic limit being chosen is negligible. But, for the black holes considered here, which are

near to the validity of the semi-classical approximation, this limit can be significant. Also, if
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Ty is allowed to vary, as a black hole decays and gets lighter, the temperature increases and this
effect must become important. Of course, it can be argued that at this point the semi-classical
approximation is not valid and the decay should move to the Planck phase. However, there is an
intermediate, transition region and it is not clear what should be done in these cases.

Figure[6.1 shows the energy of the primary generator level decay products in the rest frame
of the black hole. which shows how the kinematic limiffegts many decays. The genera-
tor implements two options when it samples from the grey-body distribution. In the first case
(KINCUT=FALSE), if an unphysical decay is chosen, it is thrown away and a new one is chosen.
This process continues until the black hole has a mass less than the Planck mass when the decay
moves to the final, remnant, stage. In the other op®aNCUT=TRUE), when an unphysical decay
is chosen, the black hole decay moves straight to the final stage. The final stage of the decay is
dealt with in the next section. It should be noted that for high temperature black holes, where
the probability of an unphysical decay is large, thietent choices implemented in the generator
will lead to a large dierence in the multiplicities and will have a significant impact on the energy
distributions.

The energy emission spectra have also been calculated without allowing for the back reaction
from the metric. This amounts to the assumption that Mgy or alternativelyTy < Mp [12].
Again, at higher energies a full guantum theory would be needed to calculate the probabilities. It

has been assumed that arfifeets due to this are small.

6.3.5 Remnant decay

At the end of the evaporative phase, a Planck-scale black hole or remnant remains. Some authors
have argues that this remnant could be stable, due to perhaps the Information Paradox[131, 132].
In this case, the remnant would carry away much of the energy, however this could possibly be
handled in the same way as emission into the Hugk by studying the parton-level cross section
variation with measured black hole mass.

Alternatively, it is normally assumed that the remnant decays to several parGBiRYBDIS
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Figure 6.1: Energy of the generator level decay products in the rest frame of the black
hole for a 5 TeV black hole and 1000 events. The colour scale indicates the number
of particles in each bin(a) for n = 2 the kinematic limit E = Mgp/2, black lines)
constricts the energy distribution at low masg&3 for n = 4 the kinematic limit clearly
affects the energy distribution at all masses.

implements this remnant decay as an isotropic decay into 2-5 bodies (the number is an option).
When the remnant decay occurs depends on the option chosen for handling the kinematic limit
as described in sectign 6.B.4. It should be noted therefore, that the uncertainty here can easily
affect the multiplicity and energy spectra. One example offfected experimental observable is

the photon energy spectrum. Fig{ire|6.2 shows the photon energy distributions (of all photons in

the event) for 2-body and 4-body remnant decays for two values &iven forn = 2 there is a

noticeable fect, but forn = 4, the éfect is very large.

6.3.6 Time-variation and black hole recoil

It has been argued|[2] that due to the speed of the decay, the black hole does not have enough time
to equilibrate between emissions and therefore that the time variation of the temperature can be
ignored. Therefore, the initial Hawking temperature might be measured by fitting the grey-body
distribution for a fixed temperature (equat{on|6.6) to the energy spectrum of the decay products

for different bins in the initial black hole mass. Using equéftioh 6.5 the number of dimensions can
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Figure 6.2: The photon energy distributions f¢a) n = 2 and(b) n = 4. The black and
red lines are for 2-body and 4-body remnant decays respectively.

then be extracted.
C. M. Harris has performed this procedure in a very informative study [12] for tf¥erdit
cases:Ty fixed andTy time-varying. Each case was generated with 2 in 500 GeV bins and
Mgy between 5000 and 10000 GeV without grey-body factors. For each mass bin theTgixed
black-body spectrum was fitted to the generator level electron energy. The Hawking temperature
from each fit was then plotted against the black hole mass. In both cases the fit was reasonable
although there was some degradation when fitting the spectrum to the time-varyifig case
Figure[6.8a shows the result of this for fix&d together with a fit using equati¢n 6.5 from
which the number of extra dimensions was determined ta bel.7 + 0.3. Figure/ 6.Bb shows
the result of the same procedure and the same test case bufipwiitme dependence turned on.
In this casen was determined to be = 3.8 + 1.0 which is well away from the model value. The
conclusion is therefore that this is a systemafie@ with a strong impact on any measurement of
n.

One dtect that has not been taken into account in previous studies is the recoil of the black

®For instance in the 8 TeV bin the value went from 146 for the data generated with fiXedcase to 173 for the
data with time-varyindg'y,. The number of degrees of freedom was 134 in both cases.
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Figure 6.3: The plot of log{Ty) versus logMgy) for n = 2 andMp, = 1 TeV, (a) with
a fixed Hawking temperature, arfld) with time dependent Hawking temperature. The
statistics used correspond to 30¥bFrom [3].

hole. When a particle is emitted from the black hole, the black hole recoils against it. Therefore
the next emission is in a boosted frame. Even in the case of a fixed temperature decdigcthe e

of recoil become more significant as the decay progress as the black hole gets lighter and lighter.
This is exacerbated in the time varying case since the black hole also gets hotter as it decays. Any

analysis which makes use of the energy spectrum should therefore aim to be insensitive to this.

6.4 Event generation and detector simulation

TheCHARYBDIS event generator described above was used for the event generation. Unless other-

wise mentioned, th€HARYBDIS options were set as follows:
e Time variation of the black hole temperature was DIMyAR=TRUE).

e Grey-body #ects were onGRYBDY=TRUE).

e The black hole was allowed to decay to all Standard Model particles including Higgs bosons

(MSSDEC=3).

e Kinematic cut-o¢f was turned & (KINCUT=FALSE).
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e The number of particles in the remnant decay wakRDRY=2).

This set of options together with a Planck mass set of 1 TeV is called the ‘test case’. The number
of dimensions is always specified. If a mass is given, then the generator was forced to produce
black holes with a fixed mass, otherwise the mass range was set to 4500-14000 GeV. In the case
that a range was used, only reconstructed masses greater than 5 TeV were used in order to stay
within the semi-classical approximation (this requirement is necessary but fliotesu as high
temperatures can also cause the semi-classical approximation to break down). The lower limit of
4500 GeV was set to partially account for mass resolutiteces (see sectign 6.3.4 for an example

of where this is important) although without an understanding of how the black hole production

cross section varies near threshold, the magnitude of dtett®is unknown.

The event generation and detector simulation were carried out using the AT goft-
ware frameworkAthena version 6.0.4. Usingthena, CHARYBDIS was interfaced tHERWIG 6.5
for hadronization and showering. For the majority of the studies the ATLAS fast simulation soft-
ware, ATLFAST was used. Standard options were usedAftFAST with the high luminosity
option df and jet reconstruction using the cone algorithm viRth 0.4. Details of individual data
sets are given where they are used. Typically, where a range of black hole masses was generated,
it was not possible to generate 30f data, but as most analyses are not statistically limited,

this is not significant.

ATLFAST was developed and tuned for low multiplicity, low energy Standard Model and Higgs
events therefore it may be unreliable for the rather extreme black hole events considered here. In
particular the many very hight overlapping jets may not be well modelled AYLFAST which
could also &ect thepr measurement. The ATLAS full simulation software has been used to give
an improved simulation of the ATLAS detector and to back upATEFAST results. The design
layout of the ATLAS detector was simulated usGEANT3 and most options were left at their de-
fault. TheGEANT output was passed through thehena standard digitisation and reconstruction.

The full reconstruction was mostly performed with standard options. The main points to note are:
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¢ Noise was turnedfli it is known that several algorithms are not optimised for noise in

version 6.0.4.

e The ATLAS calorimeter has a filerent response to electro-magnetic and hadronic activ-
ity. Weights were applied to calorimeter cells on the basis of their energy density. This is
commonly referred to as H1-style weighting [146, 147] and was used for both jegrand

reconstruction.

e The cone jet algorithm was used witk=R.4.

Full simulation is a time consuming exercise — simulating the events took about 4&waint
and reconstructing them 5-15 mjegent. Two samples ef1000 events each were fully simulated
and reconstructed which represents nearly 3 months of CPU usage. The samples were generated
for the test case with a range of black hole masses from 4500-14000 GeV. The first sample was
for n = 2, for which 900 events were generated and the second sampie=fet, for which 860

events were generated.

6.5 Corrections to the full simulation

AlthoughAthena 6.0.4 is validated for physics use, it is not a finished product. Improving its
performance and realism is one of the many tasks being undertaken in the run up to the turning
on of ATLAS in 2007. Consequently there are maffgets which have not been simulated (prin-
cipally noise) and many algorithms that have not yet been finalised. It is hoped that any loss in

performance due tofiects not yet simulated will be cancelled out by improved algorithms.

For these studies, incremental modifications and improvements were avoided, but there were

clearly a few critical problems that had to be fixed. These are detailed in the following sections.
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6.5 Corrections to the full simulation

6.5.1 Muon pr adjustment

The pr algorithm only takes account of energy imbalances in the calorimeter. In particular, it

doesn’t account for energy lost by muons. This was adjusted for by using the correction

P =pr— > (PT, — PTies) (6.7)

muons

wherepr,,, is the energy lost by the muon in the calorimeter if it is available (see sgcfior 6.6.2).
The pr bias and resolution were determined by comparing the reconstrgetedth the sum of

the transverse momenta of all invisible particles in the generator final state. The\{pag,=
peco"— pl'ue, is shown before and after applying the correction in fi 6.4. phheesolution

before correction also shows a similar trend where there is a significant increase when there is a

muon in the event.
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Figure 6.4: The pr bias as a function of the number of muq@ag before andb) after
correcting with equatiop 6.7. Note theffdirent scales for the two graphs.

139



Exploring Higher Dimensional Black Holes

6.5.2 EM-Jet correction

It was noticed that there is a tendency for high energy photons and electrons to be reconstructed
both as a photgelectron and also as a jet with almost identical energy at the same place. Clearly
there is some problem in the reconstruction, possibly relating to how leakage from the EM calor-
imeter into the hadronic calorimeter is handled. For this study, this was corrected for using the

following algorithm for each photon and electron:
1. Find the nearest jet to the photelectron.
2. Ifitis further away tham\R=0.4 then do nothing.
3. Otherwise perform 4-vector subtractiqfy" = pjet — PEwm-
4. If the remaining jet is closer thaxR=0.1 and haEJ?gt” < 10%x Egym then remove the jet.

This algorithm attempts to account for the fact that jets will have been calibrated at the hadronic

scale rather than the EM scale and that other hadronic energy could have been merged into the jet.

6.5.3 Jet energyin| dependence

As has been noted elsewhere[148], there is a stpgrdgpendence in the jet energy resolution.

A simple factor was applied to reduce theet of this, but such a correction should really be
applied at the cell level by the reconstruction. The uncorrectegrjetesolution is shown in
figure[6.% as a function ¢#| and this data was used to determine the correction factor. Thetrue

was determined by applying the same jet reconstruction algorithm to the generator level particles.
Jets were only included if the reconstructed and true jets were close enoughAsB thét2. The

correction factor used is:
1

Fo . (6.8)
1 - 0.07)] + 0.007472

The result of this correction can be seen in sedtion 6.6.3. Although ffexatfice between the
corrected energy and the original energy could be used to adjugt tineasurement, this was not

done as it was found to decrease freresolution. Performing this additional correction would
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in any case treat cells inconsistently for femeasurement and is presumably the reason for this

effect.
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Figure 6.5: The jet pr resolution as a function df| before correction showing a
quadratic fit that equatidgn §.8 was based on.

6.6 Performance of the full simulation

In this section the performance of the full simulation is reviewed and compared to the fast simula-

tion which was run on the same events and also to that expected from the TDR.

Many other studies have also performed with the full simulation. Some of these have higher
statistics and they cover a wide variety of physics channels. Studies relatinydna 6.0.4 can
be found on the web pages of the Athens Physics Workshop [149] but are rarely formally written
up. Automated studies with more recent version of the software may be found on the Validation

group web pages[150].
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6.6.1 Electron and photon performance

Electrons and photons are reconstructed togeth&tlirena using the calorimeter as the primary
source. Once EM clusters have been identified, they are matched to tracks tgygpeparation.
This is performed by thEGamma package which uses either of the two available track reconstruc-
tion packagesiPatRec [151] andxKalman [152]. There is little diference between them[153]
and for this study th&/p ratio fromiPatRec was used.

The ¢y energy, eta and phi were all taken from the calorimetry, which should be optimal for
the high energy particles which are most interesting here. The energy resolution is expected to
be about 1.6% or better for 50 GeV photons with a constant term of 0.7% or better with similar
results for electrons. The results show that energy resolution is in agreement with the TDR for
both photons and electrons. The tails in the distributions are primarily due to elgptrotms
that are reconstructed in the vicinity of a jet. In these cases, overlap and misassignment of energy

can decrease the energy resolution.
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Figure 6.6: The ratio of reconstructegr to true pr for (a) electrons and@b) photons.
The true particles were required to hgve > 100 GeV and the reconstructed and true
particles were required to be matched\iR < 0.1.

The dficiency of electrons and photons has been investigated foriglarticles that are well
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isolated from jetsAR > 0.7) in both the true and the reconstructed events. Typically reconstructed
electrongphotons were well matched to true electrons and photons with good energy resolution.
However, of the 142 true electrons in both data sets, only 108 were reconstructed (76%). Of
the ones that were not reconstructed, 21 (15%) were reconstructed as photons (probably due to
conversion), 8 (6%) were at very high energy (greater than 1 TeV) and were reconstructed as jets,
2 were electrons that overlapped and for 4 (3%) there was no obvious reason why they were
reconstructed as jets rather than electrons. These figures are in broad agreement with the TDR
figures which suggest around 6% of electron candidates are misidentified as photons and this
increases with energy.

The dficiency figures are similar for photons although there were significantly fewer. The pri-
mary cause of failure to reconstruct a photon is conversion which causes an electron to be recon-
structed instead (up to 30% of photons convert'te epairs). Excluding these, the reconstruction
efficiency was 84%.

Conversion is a significant cause of elecfpimoton misidentification. A package is under de-
velopment to identify cases where conversion occurs, but was not used for this study. In any case,
for the events considered here, conversion will not be significant for the determination of mass or
for the kinematic limit analyses. It will however impact (slightly) on the energy distributions. At

very high energies there seems to be a problem reconstructing EM patrticles.

6.6.2 Muon performance

Two muon reconstruction packages are available withitena: Muonbox [154] andMoore [155].

Both reconstruct the track in the muon spectrometer which is used to determine the muon mo-
mentum.Muonbox then extends the track back through the calorimeter to the interaction vertex,
estimating how much energy would have been lost in the calorimeter (this is usedpn toe-

rection, see sectign 6.5.1oore only provides the track parameters at the entrance to the muon
spectrometer. Neither package uses the inner detector or the calorimeter although algorithms are

under development to do this[156, 157].
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Both packages were used and compared in a similar manner to the electrons and photons. The
track parameters extrapolated back to the interaction vertex were uskdoftsox, which was
found to have a lowf@ciency for reconstructing muons: nearly 60% of well isolated muons with
energies above 100 GeV were not reconstructed. This, of course, also has a significant impact
on thepr measurement. It is not clear wifponbox showed such poor performance although it
could be related to the track extrapolation.

Moore on the other hand, had an overaffieiency of 95% (127 reconstructed muons out of
134 total) with 5 of the missed muonssatz 0 where there is a crack in the muon spectrometer
(enlarged since the TDR). Due to its much better performalieere was used for all further
studies. The TDR results showed that very high energy muons can fail to be reconstructed due to
showers which can spoil the tracks. There the reconstructimmescy for 1 TeV muons was found
to be 90%. Thepr resolution is shown in figurie §.7 which shows a resolution of 4.6%. There is
a slight bias to low energies although this is likely to be due to energy loss in the calorimeters
which is typically a few percent. This is in broad agreement with the TDR, although a detailed
comparison is dficult as the resolution drops significantly ps increases. In the TDR, the

resolution is given as 3% fgrr of 100 GeV dropping to 5% at 500 GeV and 8% at 1 TeV.
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Figure 6.7: The ratio of reconstructe@r to actualpr for muons reconstructed with

Moore. The true particles were required to hgwe > 100 GeV and the reconstructed
and true particles were required to be matchedRo< 0.1.
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6.6.3 Jet performance

As mentioned in sectidn §.4, jets were reconstructed using the cone algoriththRvt0.4. The
provided H1 style weights were used to calibrate the calorimeter. True jets were generated using
the same algorithm but applied to the generator level final state particles. They were matched to
the reconstructed jets if¢ with the requiremenAR < 0.2.

Figure[6.8 shows a number of performance plots for jet reconstruction. The jet reconstruction
efficiency is good for jepr > 30 GeV with notable drops &f| ~ 1.5 and|s| ~ 3.2 where transi-
tions from barrel to forward to end-cap calorimeters occur. This is also visible in the jet resolution
againstp| in figure[6.8a. Even aside from these gaps, it is worth noting that the resolution is not
at all flat with || despite the correction that has been applied. As mentioned earlier, cell level
corrections need to be improved to tackle this. The jet resolution linearity pyitis shown in
figure[6.8b. This shows that at high energies thepjetends to a low value whilst at lower ener-
gies the the jepr is too high. It is not clear why this behaviour occurs other than noting that the
H1-style weights applied depend only on the cell energy. There jg|f@sed correction (other
than the correction applied afterwards) and there is no calibration at the tower or jet stage.

For comparison, similar plots for the fast simulation are shown in figuje 6.9. These are gener-
ated from the same events as those in fifjure 6.8 and show that there is essenfjatlgpendence
in the fast simulation jet reconstruction. The jet resolution linearity \pittbroadly agrees with

the full simulation at high energies, buffiirs markedly at low energies.

6.6.4 pr resolution

Missing pr is reconstructed in a similar way to jets. The same H1-style weighting scheme is
applied to the cell energies and the total imbalance is returned. Figufe 6.10 shows the resolution
for both the full and fast simulations. The full simulation resolution is significantly worse than
expected: the TDR gives(pQ]‘f% = 0.39x /3 pr which would suggest the resolution for 5 TeV
black holes should be 20-30 GeV. Instead, pheresolution was found to be approximately flat

over arange of over 3 TeV at about 160 GeV. Other studies have investjgaieds high as 2 TeV
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Figure 6.8: Jet performance graphs for the full simulation.
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(which is towards the bottom of the range here — black hole events are likely to be the worst case

of pr reconstruction) and they also found a deviation fromche 3 pr relationship. This #ect

is still under study in thgar reconstruction group. Hopefully the performance will be improved

by the time ATLAS starts, but in these studies, the decreage im@solution must be considered
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Figure 6.9: Jet performance graphs for the fast simulation from the same events as used

in the full simulation.
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when comparing the full and fast simulations.
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Figure 6.10: pr resolution for(a) full simulation and(b) fast simulation. Both fully
simulated data sets have been combined. Note tfereint horizontal scale.

6.7 Characteristics of black hole decays

The most notable characteristic of black holes is their access to extremely high energies. As can
be seen in the cross sections in secfion 6.2.1, since all quarks and gluons can take part in the
production, black hole masses as high as 10 TeV are accessible at a reasonable rate although this
is strongly dependent oklp_. Since most of this energy will be released hadronically, black hole
events would be readily observable with a very large total transverse energy in the calorimeters
(Zpr)- Black hole events are also quite dissimilar from other processes in that, due to their non-
perturbative nature, their cross section rises with energy. Determining that this is happening will
be strongly dependent on a good understanding of the PDFs and on the luminosity measurement
but such an observation would be a smoking gun for black holes and non-perturbative physics.

The nature of black hole decays depends greatly on the multiplicBgveral authors have

"The event multiplicity is defined depending on the context. In a theoretical or generator context it is the number of
particles emitted in thevaporation phasef the black hole decay. In an experimental context it is the total number of
jets, leptons and photons.
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commented on the expected characteristics if the multiplicity is very large[12, 16, 158]. With

a multiplicity ~100, black hole events would be isotropic (due to their mass, black holes would
have low boosts) and spherical. It would béidult to distinguish individual jets and isolating
leptons would also be hard. Experimental tests of Hawking radiation and other features would
therefore have to rely predominantly on hard muons and possibly hard electrons and photons. Also
there would be many neutrinos per event (the probability of a single emission being a neutrino is
~5%) so their missing momentum would largely average out giving a systentigit in the

measurement of the black hole mass.

At lower multiplicities, ~20, the events would be cleaner and experimentally easier to handle.
Individual jets should be recognisable and there would be no problems isolating electrons, muons
and photons. Also since the number of neutrinos would beit would be possible to exclude
events with largger to improve mass resolution. As the mass of the black holes approaches the
limit of the semi-classical approximation, the multiplicity drops and the events become less spher-
ical. These events would be harder to understand as they would become dominated by quantum

gravity dfects.

Black hole events have an energy distribution that is mainly derived from the evaporation phase
and thus approximately black body. However, this will be modified at low energy by the initial
stages of the decay (see secfion 6.3.2) and at higher energies by the black hole remnant. If the
typical energy of the remnant decay products is much higher2diy, then it may be possible
to disentangle any remnarffects. However, the remnant may merge with the grey-body spectrum
in which case the remnant would be unimportant so long as the multiplicity is high. Finally, the
energy spectrum may be modified by recdtieets. Again these are more important for lighter

black holes.

Given the LHC energy of 14 TeV and limits on the Planck mass, it is likely that if black hole
production occurs, it will be on the edge of validity of the semi-classical approximation. Therefore
multiplicities are likely towards the low end of expectations and disentangling the evaporation

phase from the others is likely to beflitult.
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Figure 6.11: Multiplicity (total number of jets, photons, electrons and muor{g);
shows the average multiplicity forfiiérent mass black holef) shows the multiplicity
distributions for 5 TeV black holes.

A black hole decay is also characterised by a large total transverse energy|(figlire 6.12) which
increases as the black hole mass increases. Due to the large multiplicity and moderate black
hole boost, the events are rather spherical. These characteristics areffiegntfrom standard
model and SUSY events. Therefore, selecting events with Righ, high multiplicity (> 4) and
relatively high sphericity should give a pure set of black hole events. In addition, it should be
noted that the already small Standard Model background would be suppressed by the black hole
production[[2]. This means that discovering black holes and measuring their properties are exper-
imentally quite dfferent. The discovery potential for ATLAS was discussed in[159]. However,
this chapter is concerned with measuring black hole properties and in this case the Standard Model

backgrounds are negligible (and suppressed!) and have therefore been ignored.

There are two further characteristics which will be interesting to measure and confirm the

nature of the events: thgr distribution and the black hole charge.
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Figure 6.12: The distribution of} pr (a) for 5 TeV and(b) for 8 TeV black holes.
6.7.1 pr distribution

Although not all black hole decays contain neutrinos, some have one or more with energies that
can be as high as half the black hole mass. In contrast, most of the Standard Model processes
tend to have lower missing transverse momenta — the missing energy can be even larger than for
much of SUSY parameter space. Figure .13 presents the distributmnfof two data samples.

Depending on the cross section, it is clear that events iths high as 2 TeV or more may be

detected.

6.7.2 Black hole charge

Black holes are typically formed from valence quarks, so it is expected that the black holes would
be charged. The actual charge is somewhat energy and PDF dependent, but should2/8bout
The rest of the charge from the protons is expected to disappear down the beam pipes dnjat high
The average black hole chard€gy), can be measured by determining the average charge of the
electrons and muonsgQy), which should be equal to the black hole charge times the probability
of emitting a charged lepton. Figure 6|14 shows such a measurement for the test case ®Rith

which gives(Q,) = 0.133+0.002 and thugQgH) = 0.69+0.01 using the expected charged lepton
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Figure 6.13: The distribution ofpr for n = 2 (black line) and 6 (red line) for the test
case.

emission probability of 0.1936. It is possible that if the remnant is stable, its average charge is

non-zero, in which case, such a measurement would not be possible.
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Figure 6.14: The average charge of the electrons and muons for the test casewith
for approximately 1fb! of data.
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6.8 Measurement of the black hole mass

The black hole is reconstructed simply by summing the 4-momenta of all the particles in the event.

This gives good measurements of the black hole mass and its momentum (important later — see,
for example, section 6.12.1).

Several cuts were made to improve the mass resolution. The missing momentum was limited
to 100 GeV to remove the majority of events with neutrinos in them. Also, it was observed that
events with jets at highy| were much more likely to be reconstructed poorly and in particular, to
have a very high mass. A cut was therefore made to reject events with any jeftd with|cy:. This
effect is illustrated in figurg 6.15 which gives mass resolution plotsifer2, 5 TeV black holes
for two choices ofnlcyt. As can be seen thefiency is very dependent on this parameter, but
so are the tails, particularly the high mass tail. Presumably this tail is caused by underlying event
fragments at highy| giving an apparently high mass. Since a good mass resolution is generally
important in the following analyses, the cut was set to reject events if there were any jets outside

the tracking detectotrf|cy: = 2.5, jets were required to have a minimyn of 10 GeV).
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Figure 6.15: Mass resolution fon = 2, 5 TeV black holes witl§a) |r|cut = 2.5 and(b)
Inlcut = 3.2. Note the significantly large high tail which meant the fit range had to be
reduced.
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6.8 Measurement of the black hole mass

The Gaussian mass resolution, bias affidiency are presented in talple6.3 for selected mass
andn points. The bias and resolution are generally good for such massive objects, however, it is
clear that the bias increases slightly with multiplicity which is probably due to multiple neutrino
emissions which cancel to give lopt. The dficiency is also lower for higher mass black holes.
Again, this can be understood as being due to the greater probability of neutrino emission which

will tend to give pr > 100 GeV and thus fail the cuts.

Topology Mass Resolution (GeV) Bias (GeV)| Efficiency (%)
n=2 176 -70 17
Mgy =5TeV | n=4 153 -19 20
n==6 171 -3 21
n=2 183 -237 7.9
Mgy =8TeV | n=4 183 -108 12
n==6 210 -56 13

Table 6.3: The reconstructed Gaussian mass resolution and the overall sfijoi@ney
after the mass resolution cuts.

In addition, the mass resolution was checked using the full simulation samples. Since the full
simulation samples were generated with a range of masses, this check was only done at 5 TeV with
the trueMgy for the fully simulated sample restricted to 456(Mg,‘f|e < 5500. Also since ther
resolution is worse for full simulation, ther cut was increased to 200 GeV (see sedfion §.6.4).
This was chosen to give the sam@i@ency as for the fast simulation, but will naturally result in
a broader distribution. Figufe 6]16 shows the mass resolution for 5 TeV black holes fortBe
case alone and also for bath= 2 andn = 4 added to give greater statistics. These plots should
be compared to figufe 6./l15a. As can be seen, the resolution is broadly comparable and suggests
that, at least for the mass measurement, the fast simulation is a reliable indicator of the expected

ATLAS performance.
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Figure 6.16: Mass resolution using the full simulation for 5 TeV black holés), for
n = 2 and(b) for n = 2 and 4 combined.

6.9 Previous attempts to determine the model parameters

One technique that has been suggested[2] uses the energy spectrum of electrons and photons
with energies less thahlgy/2 to determine the black hole temperature as a function of mass.
This was then fitted to the expected variation, equgtioh 6.4; the variation with mass constrains
n and the overall normalisation constrailk_ . This study was essentially a theoretical study
that included only the evaporation phase of the decay and accounted for statiBtictl enly. It
therefore ignored the likelyfects to the low energy spectrum from the initial parts of the decay
(section 6.3.R), thefkect of the remnant decay (section 6]3.5) and the recoil of the black hole
(sectior] 6.36) as well as any detectfieets or underlying event. The analysis was also only valid
for fixed temperature black holes (recall the study in segtion]6.3.6). Perhaps not surprisingly, it
concluded that both andMp could be well determined using only the energy distributions.
Another group has written a black hole generator and performed some initial studies with
it [159]. Whilst they mainly focused on the details of their generator, they also suggested that the

cross section could be used to determifg 9. This technique is discussed further in secfion6.13.

9They have used the same convention as used heMgor
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6.10 Correlation Analysis

A. Sabetfakhri has studied [3] various kinematic distributions and event shape variables includ-
ing the energy spectra of electrons and photons. He concluded that there is a small variation with
the number of dimensions in these variables that, given the high statistics, would be measurable.
Unfortunately, connecting thesdi@irences to the number of dimensions is extremdijcdit due
to the systematicfects and uncertainties. This was consistent with a similar study of a smaller
set of distributions considered in [158].

What is clear from the previous studies is that early theoretical attempts to suggest analyses
have been over-optimistic and when tested using experimental simulations have been found to
have little success. The great uncertainty in the models used to simulate black hole decay has
not helped the situation. In the following sections | present several studies which look at how the

model parameters could be measured whilst trying to control the systematic uncertainties.

6.10 Correlation Analysis

An initial attempt to determine the model parameters was made along the same lines as that used
by Dimopoulos and Landsbeid [2] but modified for time varying temperature. In this case there
is oneMgp—Ty point per emission, rather than just one per event. This method therefore tries to
make maximum use of the event by fully reconstructing it including the order of the emissions.

The method is:

1. Reconstruct the black hole from all the particles in the event.

2. Determine the first (next) particle to be emitted.

3. Use the measured properties of this particle to determine the temperature of the black hole.
4. Record this mass—temperature point.

5. Reconstruct the black hole for the next stage using all the particles except for those that have

been emitted.

6. Repeat steps 2-5 until there are no particles left.
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There are two key parts to this algorithm: determining the order of the emitted particles and using
the particle properties to determine the temperature. It was hoped that a method might be found

which when averaged over many events would give the exp&dgedT relation.

Since the black hole gets hotter as it decays, the average energy of particles emitted increases.

Therefore the order was determined by assuming that the softest particles were emitted first.

The most probably energy for emission is proportional to the temperature, thepeford@ .
Since the expectelligy—Ty relationship is a power law, thdgy—pr relationship should have the

samen dependence and has been plotted in the correlation plots.

The result of applying this method to fast simulation data is shown in figuré 6.17. The shape
of the graph is very dierent from that expected, but does show some separation betvksrardi
numbers of dimensions. Unfortunately this technique is subject to many systematics which means

that extracting the number of dimensions is extremeffyatilt to do.
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Figure 6.17: Correlation plots (see text) for= 2, 4, and 6 for 8 TeV black holes.

To explain the dierence been the expected result and the actual result, generator level plots

are presented in figufe 6]18. These plots show the results of using the algorithm above on the
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6.10 Correlation Analysis

generator level particles from the black hole déoaith the following diferences:
e The particles are chosen in the correct order,n the order the generator chose them.

e The energy of the patrticles is given in the rest frame of the black hole.
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Figure 6.18: The averager against black hole mass in the rest frame of the black hole
for the generator level decay particles for 5 TeV black holes from 1000 eehts= 2.
Equatior] 6.5 is fitted to the right part of the graph #bjgn = 4.

As can be seen from figufe 6]18a, fore 2 at high masses there is the expected relation (see

equatiorj 6.5) between mass and energy for high masses. At around 3 TeV the relationship breaks

down which is where the energy is cut by the kinematic limit (see sectipn 6.8.4). Unfortunately,
then = 4 plot in figurg 6.1B shows that there is no region that is fiected by the kinematic limit.
Therefore it is not possible to fit the distribution to extract the number of dimensions.

One particularly problematic aspect of this method is that if one particle is placed in the in-

correct order, then all the later emissions will be incorrect. Later emissions thus have larger errors

than earlier ones.

Ultimately, this method has inherent flaws that mean that it is not successful in measuring

hAlthough the data were generated with a range of black hole masses, only masses less than 5.2 TeV are included.
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6.11 Analysis Strategy

At this point, it is useful to review the reasons why the correlation analysis failed and why the
method of Dimopoulos and Landsberg is so susceptible to systenftatitsesuch as the one pre-
sented in sectiop 6.3.6. Both analyses attempt to use the black hole temperature and mass to
determine botm andMp. In particular, then dependence comes through equafion 6.5, however
this dependence is very weak. Figiire .19 shows a plot of equatipn 6.5fenedin with the
normalisation fixed aMgy = 5TeV to 200 GeV — a typical value. The variation over a 5 TeV
black hole mass range is only about 40 GeVrictf 2 and 15 GeV fon = 6. This implies that the

temperature must be measured very precisely with excellent control on the systematics.

5000 5500 6000 6500 7000 7500 8000 8500 9000 9500 10000
M gy (GeV)

Figure 6.19: The variation of temperature with black hole mass with fixed normalisation
atMgy = 5TeV. See equatidn §.5 and text.

From this plot we can understand why time variation had ffeceit did in sectiofi 6.3]6 and
figure[6.3. A time varying temperature will give an energy distribution with a peak at a slightly
higher energy than for the non-time varying model since lighter black holes are hotterff€bis e
will be larger for more massive black holes because of their higher multiplicity and since they
cover a larger range of black hole masses. THiscé may not be large. Judging from figlire .19
the relative shift at 10 TeV compared to 5 TeV in the peak position of the energy distribution would

be about 30 GeV (note that the peak energy is abdytf@r fixed temperature) to give a shift from
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6.12 Measurement of the black hole temperature

n=2ton=4.

| conclude that using th€y—Mgy relation to determina is unlikely to be successful unless a
better specified model is provided. Even then, this approach will only have success with leptons
and photons and will require very high statistics and good control of experimental systematics.
This rules out analyses along the lines of those presentéd in [2] and dectipn 6.10.

The alternative to using thEy—Mgy relation is to measure the normalisation of the temper-
ature (which after all, doesn’t change much with mass!) and then to make a second independent
measurement. The next sections discuss ways of measuring the overall temperature in a more
model independent way, then look at using the cross section as a second measurement. Finally the
measurement of temperature and cross section are brought together to detesimirdp for a

test case.

6.12 Measurement of the black hole temperature

6.12.1 Kinematic limit

In this section a new idea is presented that is strongly dependent on the initial temperature of a
black hole, but is valid for many fferent models.

If a particle is emitted with an energy close to the kinematic limit Eex Mgy/2), then that
particle is probably the first to be emitted: future emissions of this energy will not be possible
since, due to the lower black hole mass, they would be kinematically forbidden. In particular, it
is possible to measure the fraction of evemtswhere the highest energy particle has an energy,
Emax > Ecut WhereEqy: = Mg /2 — Eq andEy defines an acceptably small energy range close to
the kinematic limit and should be small comparedMgy. The probability of the first emission
being greater thak,: can also be calculated from integrating the Planck spectrum (eqliatjon 6.6)
thus there is a direct connection between the experimental measurement and theory. It should be
noted thatp — 0 asMgy — oo for any fixedEq. These equations are therefore only valid wipen

is small.
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This method has many advantages: since it deals with the first emission, the probability of
Emax > Ecut Will be the same regardless of whether the black hole temperature is time-varying
or not. Also, since we restrict ourselves to black hole with masses much larger than the Planck
mass, this measurement will not biemted by Planck scaldfects or the remnant decay (unless
the total multiplicity is very low). Any &ects which modify the low energy part of the spectrum
should also have ndtect. Finally, the black hole boost can be taken into account by determining

Emaxin the black hole rest frame.

6.12.1.1 Bounds on systematic uncertainty

This technique is however stronglffected by the uncertainty in dealing with the kinematic limit
(see sectiop 6.3.4). The Planck spectri®(E), is shown schematically in figufe 6]20 near the
kinematic limit. Approximate upper and lower limits can be placedporiThe upper bound on

p can be found by integrating frofa.,; up to infinity. This corresponds to assuming that real
distribution will have all the probability above the kinematic limit shifted to just below that limit.

The upper bound is therefore

The lower bound can be calculated by making the opposite assumption: that the spectrum simply
cuts df at the kinematic limit. There would need to be some increase in the normalisation or a

slight change of shape at lower energies. This lower bound is

Mghr/2

Plower = K E P(E)dE. (6.10)
cut

A third, more realistic, possibility is shown as the dot-dashed line in figuré 6.20. That is, that
near the kinematic limit, the distribution drops suddenly to zero. This is accompanied by an in-
creased normalisation, as shown. | have assumedEthais set low enough for this possibility
not to give a prediction fop significantly below the lower bound quoted above. This is equiv-

alent to stating that the dip near the kinematic limit is entirely cancelled out by the increase in

160



6.12 Measurement of the black hole temperature
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Figure 6.20: A schematic showing the Planck spectrum (solid line) near the kinematic

limit (Mgn/2). One possibility for how the spectrum could be modified is shown as the

dot-dashed line.
normalisation. A further study could investigate how valid this assumption is here given some
model for modifying the Planck spectrum near the kinematic limit, for instance, a calculation of
the back reaction from the metric during the black hole emission. In the calculations used later on
of pupper and piower, the grey-body factors and thefidirence between fermions and bosons have
been ignored as thoséects are small at high energies.

Figure[6.2]1 shows the upper and lower limits as a function of black hole maltferl TeV.
As can be seen, there is significant separation between the bands, particularlyfioblgher
n, the bands start to overlap and high statistics at ity would be necessary to distinguish

different numbers of dimensions.

6.12.1.2 Initial soft emission

For Eq > O, there is the possibility that the black hole will emit a low energy patrticle before
emitting a high energy particle that givé&s,ax > Ecut. The probability of such an initial soft
emission increases witBy. Whilst this is not in itself a problem, it does mean that the time

varying and non-time varying cases become mofkeint. It also means that the black hole is

161



Exploring Higher Dimensional Black Holes

~0.14
012
0.1
0.08]

0.06 ,

0.04

0.02

0= . : . : :
5000 6000 7000 8000 9000 10000
M gy, (GeV)

Figure 6.21: Plot of pypper and piower for Mp =1 TeV

less likely to be in the rest frame measured. In the calculation of the upper and lower bounds, |

have included a corrective factor for the emission of a first soft particle. This was calculated as:
XEcut
Keor = kf P(E)dE (6.11)
0

giving pecor = (1 + keor)p Wherex is a parameter that can be chosen. An initial soft emission
can occur up to an energy okg and still allow the next emission to paBs,.. However, taking

into account the boost of the black hole, it is possible for an initial emissi@mpénergy to be
followed by an emission which passes the cut. The probability of this drops steeply&fteinge

it requires that the particle be emitted close to the direction of the black hole boost. For the lower

limit, x = 2 was chosen and for the upper limit= 3.

6.12.1.3 Experimental aspects

Itis clear that the smallegqy, the more the upper and lower limits separate. In the rest of this study
| have setEq = 400 GeV. This has been chosen somewhat arbitrarily and a more detailed study
could investigate the best method for setting it. My initial studies suggest that the optimum setting

is somewhah-dependent. Nevertheless, this setting gives a large enough window for reasonable
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6.12 Measurement of the black hole temperature

statistics to be available and give typical valuegpdhat are not too large. Also, the temperature
change between the initial mass and the mass after a soft emission for the lightest black holes
considered here (5TeV) is limited to 10%. This means that results should be applicable to both
time-varying and non-time-varying scenarios. The separation between the upper and lower limits
is also not too great with this value which gives a reasonable chance for a measurement of the
temperature. Finally, the probability of an initial emission can be rather large but, as mentioned

above, this is not a problem so long as the temperature does not change much.

Mass reconstruction is important as is clear from the steeply falling shape of the[figure 6.21.
Consequently the cuts used to determine the mass resolution in $ecfion 6.8 have been applied here.
Additionally, a cut to reduce lowfBective multiplicity events was also added. Events were rejected
if the three highest energy particles accounted for more than 95% of the total energy in the black
hole rest frame. Additionally, events which still pass the cuts, but have a very poorly measured
mass will dfect the measurement pf In particular, since the mass resolution tails are quite large
(see section 6]8) and the cross section is steeply falling, a significant proportion of high mass black
holes will in fact be low mass black holes that have been poorly reconstructed. Since these events
cannot possibly pass the cut, they suppgeas high masses. A simple estimate was made of the
level of this dfect from the tails of the mass resolution in fighire .15 and the approximate form
of the cross section. Consequently, a scale factor of 1.1 was applied to measurenperikgisf
is, of course, a rather simple correction factor and it probably under-estimates the impact of this

effect at high mass.

One experimentally tricky aspect of this measurement is that since the black hole mass is mea-
sured by adding all the particles in the event, the maximum energy in the reconstructed black hole
rest frame must be less thafisy /2. This introduces a bias towards low energies in the measure-
ment of Emax and thus reduces the measuremenp.oT his has been corrected for by increasing
Eq by 100 GeV which is an estimate for the average under-measuremeént,ef Figure[6.2Pa
shows the resolution for measuribgax It should be noted that not boosting into the black hole

rest frame gives a very significant over-measuremenpt &igure[6.2Pb shows the same measure-
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Figure 6.22: Bias in measurement & a1« for (a) 10,000 fast simulation events a(tg)

both full simulation data sets.
ment using both sets of full simulation data. The shape is very similar to the fast simulation plot,
including the shift to lower energies. This important correction is therefore corroborated by the

full simulation.

6.12.1.4 Results

Here | present the results of this analysis applied to sevefi@reiht models and with fierent
numbers of dimensions. Figure 6|23 shows the results for faterdnt models all wittn = 4.
Models which have the kinematic cuffdsee sectiofi 6.3.4) should be consistent with the lower
limit; this is the case for sub-figures a, b and d. However, if the kinematic limit is on and the
remnant decay is set to 2-body (sub-figure c), the data is expected to be consistent with the upper
limit. This is because if an energy is chosen in the forbidden region (which is the additional region
included in the upper limit integral), it will cause the decay to be terminated and the black hole to
split into two. One of the two remnant decay particles must pass the cut. As can be seen from the
figure, the plots do agree with these expectations.

The results of this analysis as applied to the test case ftereint values oh are shown

in figure[6.24. This emphasises that this technique is sensitivewtbilst being largely model

164



6.12 Measurement of the black hole temperature

~0.14 S0.14
0.12 o.12-f
0.1 0.1 -
0.08 — 0.08 —
0.06 — 0.06 —
0.04 — 0.04 -
0.02—5 0.02—5
01 : = . 01 : : . ;
5000 6000 7000 8000 9000 10000 5000 6000 7000 8000 9000 10000
M gy, (GeV) M g, (GeV)
(a) Test case (see sectipn}6.4) (b) No time variation
S0.14 S0.14
0.12—5 0.12—5
0.14 0.1
0.08 0.08 —
0.06 — 0.06 -
0.04 — 0.04 —
o.oz—f ‘ o.oz—f
0 : T T T t T 0 : T T T t
5000 6000 7000 8000 9000 10000 5000 6000 7000 8000 9000 10000
Mgy (GeV) Mgy (GeV)
(c) Kinematic cut on KINCUT=TRUE) (d) 4-body remnant decay

Figure 6.23: Fraction of events passing the cpt, as a function oMgy for different
models all withn = 4. Upper and lower limits fon = 4 are also shown.

independent. Note that at high the data starts to drop below the lower limit. This is due to the
high temperature herd; ~ 470 GeV forn = 5) which significantly reduces the multiplicity.

This result suggests that this analysis has an upper limit of validity in the regiof&®-500 GeV

given a Planck mass of 1 TeV. In any case, at this temperature the semi-classical limit has broken
down. Also, from figurg¢ 6.34a, it can be seen that at low temperatures, this analysis will not

measure the temperature (unless lighter black holes are seen, or very high statistics are available),
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but would instead place an upper limit on it. This may be enough to constrainalternatively,

the energy distribution analysis presented in se¢tion §.12.2 could be used here.
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Figure 6.24: Fraction of events passing the cgt,as a function oMgy for different
values ofn for the test case. Appropriate upper and lower limits are shown.

This analysis has been applied to the full simulation data sets, the results of which are in
figure[6.25. Unsurprisingly the limited statistics mean the results have limited value. However,
then = 4 plot seems to correspond to the expected distribution and the change between the two

plots is encouraging.
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Figure 6.25: Fraction of events passing the cpt,as a function oMgy for full sim-

ulation data;(a) for n = 2 and(b) for n = 4. Appropriate upper and lower limits are
shown.

It is of course possible to convert the measurememtioto a measurement of the black hole
temperature. Doing this requires assuming a model and it also is dependent of the black hole
mass at each point. This has been done for a 30dlata sample for the test case with= 4 in
figure[6.26. The data points correspond to choosing the lower limit model. The band represents
the possible range of data points that would be obtained by makifegafit model choices and
includes a systematic from the bias on the measurement of the black hole ma280dEeV.

The true temperature—mass relation is also shown on the plot. Note that the lower edge of the
systematic band does not have the correct temperature—mass relationship: the temperature should
certainlydecreasevith black hole mass. This could enable the model to be restricted giving some

information about the shape of the energy distribution near the kinematic limit.

Note that on the left of figurg 6.26, there are high statistics but the systematic error is large
whereas on the right, the statistical errors are worse, but the systematic error is better. In the
middle, the total error is smallest and using this | have estimated that the temperature is best de-
termined at a mass of 7 TeV and is 3430 GeV. The actual temperature at that mass is 355 GeV.

This is an important demonstration: for the first time the black hole temperature has been accu-
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Ty (GeV)

5000 5500 6000 6500 7000 7500 8000 8500
M g, (GeV)

Figure 6.26: Results for test case,= 4

rately determined in a full event generation and detector simulation study with at least some of the
approximations and uncertainties accounted for. This result will be discussed in 6.12.3,

together with the results of the next method of determining the black hole temperature.

6.12.2 Energy Distributions

Whilst the method in[2] was not successful at measuring/éhr@tionin temperature with mass,
it may be successful at measuring the overall scale. This section therefore attempts to repeat their
analysis but adding event simulation and detector response. | have also consideféettheot
some dfferent model assumptions.

The energy distributions are experimentally simpler affdrchigher statistics compared to,
for instance, the kinematic limit analysis. However they are harder to interpret theoretically and
careful understanding of the systematics involved is necessary. The study presented here is a
quick attempt to understand the areas of likely validity of the energy distributions and needs more

detailed study to fully understand all of théfexts. Nonetheless, there are several interesting
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6.12 Measurement of the black hole temperature

features.

The method is to plot the energy distributions of electrons, muons and photons separately.
Once the distributions have been plotted, the temperature must be determined. There are two
ways of doing this. The peak of the distribution can be determined or the whole shape can be
fitted to some expected form (such as the Planck distribution). Since the statistics will be good,
considering the three distributions separately will enable cross-checks to be made to ensure that the
data is consistent. In any case, photons must be considered separately since the Planck distribution

and grey-body factors fier significantly for gauge bosons.

S
§ 550 — 160 GeV
% — 180 GeV
5 200 — 200 GeV
g
Z 150
100
50
0

0 200 400 600 800 1000 1200 1400 1600 1800
Electron Energy (GeV)

Figure 6.27: Electron energy distribution for the test case aneg 2. The lines are
Planck distributions with temperatures of 160, 180 and 200 GeV.

Once black hole events have been selected, it is not clear which cuts should be employed to
provide the best energy distributions. Clearly the electrons, muons and photons should be well
isolated, so an isolation cut requiritRje; > 0.7 (whereAR = /A2 + A¢? and the minimum
value for all jets has been considered) has been employed. A ppit@as been considered in order
to reduce the underlying event, however it had little impact (typically 2-5 GeV) on the temperature
measurements so has not been applied to these data. Although a range of black hole masses
will be produced and thus the distributions for severéiledent temperatures are overlapped, the

temperature does not vary much with mass and the dominant contribution will come from the
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lowest mass black holes. Therefore expected temperatures have been calculated for 5 TeV black

holes.

Ignoring grey-body factors, the peak of the Planck distribution is 20Ty for fermions and
at~ 1.6Ty for bosons. However, actually observing the peak of the distribution mayfieutti
since there are likely to be many low energy electrons, muons and photons from the underlying
event, pile-up and from the non-evaporation phases of the black hole decay (see[secijon 6.3.2).
Fortunately it appears that the shape of the high energy tail constrains the temperature of the
black hole. This is illustrated in figufe 627 which shows the electron energy distribution for
the test case with = 2 and the Planck distribution for several valuesTpf The temperature
has therefore been obtained by fitting the Planck spectrum to the energy distribution for energies
above 200 GeV. Energies below this were excluded as they tend tbdotea by large numbers
of low energy particles from other parts of the event. This low energy cut has been varied over the

range 0—1000 GeV and the variation in the fitted temperature is approxim2ei@eV.

Table[6.4 shows the results of this procedure for the test case with varying figure 6.28
shows the distributions and fits far= 2. The electron and muon results are reasonably consistent
with each other and the actual temperaturerfer 2. Forn > 2 however, the measured temper-
atures begin to diverge from the expected temperatures. Note that this is unlikely just to be due
to the time variation of the black hole temperature, since this would tend to give a higher aver-
age temperature than in the non-time varying case (which using the Planck distribution assumes);

rather it is due to the model variation.

It is also notable that the photon distribution always gives a significantly higher temperature
than the electron and muon distributions. This is a clear indication offthetef the grey-body
factors. One of the most notable features of the grey-body factors is that they tend to O at low
energy for gauge bosons for al(see figure 4.6 of[12]). This can cause a significant increase in
the position of the peak of the energy spectrum for low temperatures. An observation of such a
difference between théweand g distributions would be an excellent indication of tffee of the

grey-body factors and would allow them to be estimated for the spin 1 case.
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Number of electrons

6.12 Measurement of the black hole temperature

n | Actual Ty (GeV) | e temperature (GeV) u temperature (GeV) y temperature (GeV
2 179 183 191 231
3 282 234 249 298
4 380 271 286 339
5 470 287 308 356
6 553 304 318 370
Table 6.4: Temperatures for the test case with varyimdor the electron, muon and
photon distributions. Approximately 1b of data were used for each case.
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Figure 6.28: Energy distributions for the test case amd= 2 with fits to the Planck
spectrum; for(a) electrons(b) muon andc) photons.

Another important observation is that the low energy part of the photon spectrum is much
clearer than the equivalent parts of the electron and muon distributions. This allows the peak of

the spectrum to be unambiguously seen.

The results in table 6.4 suggest that this method can only work for lower temperatures. | have
therefore investigated this method applied to sevef&@int models fon = 2. These results are
presented in table §.5.

The variation in these results suggests that the temperature can be measured in a reasonably
model independent way using this technique with a systematic error of aB0ueV. The &ect
of the grey-body factors can be seen clearly in the increased temperature (and non-Planckian

shape) of the photon energy distribution. Results with a range of temperatures suggest that this
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Model e temperature (GeV) u temperature (GeV) g temperature (GeV
Test case 183 189 231
No time variation 165 174 214
4 body remnant decay 172 182 220
Kinematic cut on 196 204 264

Table 6.5: Results for diferent models witm = 2. The models considered are the same
as those in sectidn 6.12.1.4.

technique would be successful up to a temperature of 200—250 GeV although more studies would
be needed to confirm this. It is also likely that at lower temperatures it would become harder to
determine the temperature due to low energy particles from the underlying event or other parts of
the black hole decay, but again, this would need further study.

This method was also applied to the- 2 full simulation data. However, the poor statistics do
not give a very meaningful result as typical fitting errors web® GeV (although the results were
consistent with the fast simulation results within this error). Also, the full simulation seemed to
sufer a lower éiciency (by a factor of 2) compared to the fast simulation. Whilst some reduction
is expected (since electron, muon and photfiitiencies are not included ATLFAST), this is
surprising. Algorithms for brem recovery and conversion have not been applied, so there would be
some improvement here, but the greatest reduction comes from the isolation requirement. Perhaps
it would be necessary to use a more complex isolation cut such as requiring that there be no more

than a certain amount of energy near the patrticle.

6.12.3 Discussion

Two analyses have been described that were able to measure the black hole temperature: the en-
ergy distribution analysis below about 200 GeV and the kinematic limit analysis at 200-450 GeV.
Although the two analyses took veryfidirent approaches they are actually not dfergnt as

might appear. Both are actually most sensitive to the high part of the energy distributions. The

energy distribution analysis is experimentally robust, biéitesa from model variation and the in-
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6.13 Measurement of the parton-level cross section

ability to see the peak of the spectrum. The kinematic limit analysfersufrom requiring a good
measurement of the black hole mass (this would Ifiécdit if bulk emission or stable remnants

had been included) and from assuming that the back reaction is not important. However it is robust
against other model changes and can reach higher temperatures.

The kinematic limit analysis was motivated by searching for a technique in which the time
varying and fixed temperature models were the same. However, perhaps it is better to accept this
as a source of uncertainty (since it is reasonably easy to work in either model) and instead to
require robustness against the less determinable assumptions such as the back reaction from the
metric or systematics in the black hole mass measurement.

These two analyses can then point the way forward. In order to achieve the above aims, it might
be a good idea to investigate the moderately high part of the energy distributions, say between 800—
1500 GeV. This should be low enough for the kinematic limit (and thus the black hole mass) and
back reaction to be unimportant whilst being high enough to be robust against most remnant and
low energy dects. The method used in the kinematic limit analysis of considering integrals could
also be useful for reducing anyfects that modify the shape of the distribution. This would be an

interesting avenue to explore in future studies.

6.13 Measurement of the parton-level cross section

As suggested previously ih [159], the cross section for black hole production is strongly depen-
dent onMp_ and only very weakly dependent oh The parton-level cross section is shown in
figure[6.29 which shows this and includes the form factors calculatéd in [130].

Assuming that the Planck mass is not too large, there will be ample statistics at the LHC to
measure the cross section accurately. The accuracy of such a measurement will therefore depend
predominantly on experimentaffects such as the luminosity anflieiency and also on how well

the PDFs can be determined. In addition, there may be theoretical uncertainties Waath a

iThis is only true in the Dimopoulos and Landsberg convention used here. For instance, in the ADD convention,
thetemperaturds approximately independent of
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Figure 6.29: The parton-level cross section as a functiorMgf_ for different values of
n. Form factors are included.

the cross section. ATLAS expects to measure the luminosity to better than 5% and computer
simulations should be able to estimate tlfitceency well, so experimental errors are likely to be

of the order of 7%.

Measurement of the PDFs could however b@dlilt. Black holes are formed mainly through

high Q?, largex processes and in these regions, ATLAS would normally expect to measure the
PDFs to about 5-10%. However if TeV scale gravity is observed then it is hard to imagine that
the evolution equations will not be significantly modified. Also, direct measurements of the PDFs,
for instance by comparison tad®Hroduction, will not be possible at these scales since the pro-
duction of black holes means the end of short-scale perturbative physics. For these studies | have
conservatively estimated that the parton-level cross section could be measured to 20% which cor-
responds to a measurementM_ of about 10%. It is of course possible that measurements of

other processes could also enable an independent fitpn
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6.14 Determination of the model parameters

6.14 Determination of the model parameters

Given a measurement of the parton-level cross section and the temperature it is reasonably straight-
forward to convert these into measurementdpf andn. This has been done using the tempera-

ture measurement obtained in secfion 6171 € 340+ 30 GeV atMgy = 7 TeV) and taking the

correct parton-level cross-section together with a 20% error (see sgctign 6.13). The result is the
skewed Gaussian shape in figre $.30 which gMes = 1029+ 150 GeV anch = 3.8 + 0.75. If

the cross section error could be reduced to 10%, the figures wolbpe- 1029+ 70 GeV and

n = 3.8 + 0.6 which confirms that the cross section dominates the determinatidip of
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5 []68%, 1o
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49
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Figure 6.30: Results for test case,= 4

6.15 Conclusions

e The theory of black hole production and decay in ADD models has been briefly introduced

and a number of the theoretical issues tHa@ these processes have been discussed.
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e The ability of the ATLAS detector to measure the black hole mass was investigated making
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the assumption that all of the energy is emitted onto our brane. In this case, the mass

resolution was found to be good3—4%.

Three analyses have been presented which attempted to determine the temperature of the
black holes. Of these, the correlation analysis failed, the energy distribution analysis was
found likely to be valid at low temperatures and the kinematic limit analysis was found to

be sensitive to the temperature in the range 200-450 GeV. The kinematic limit analysis was
found to be robust against a number dfelient models and included estimates of some of

the systematicféects.

Modifications to these analyses to deal with some of the assumptions that they still needed

to make have also been discussed.

I have also considered how the cross section information could be used to find the Planck
mass. | then showed that the temperature and cross section measurements could be com-
bined to measure botthand Mp_. For the test model witlm = 4 andMp. = 1 TeV and

30fb 1 of data, the simulated measurements ware:3.8+0.75 andMp, = 1029+ 70 GeV

with strongly correlated errors between the measurements.

In addition, the ATLAS full simulation software has been used to check the validity of the
above results. Before this could be done, several corrections were made to the reconstruction
and the overall performance was investigated. It was found that electron, photon and muon
reconstructions were generally good and in agreement with the expectations as published in
the TDR. The jet reconstruction was less good with significéiorieneeded to improve jet
linearity as a function opr and to remove the strong dependence on the reconstructed jet
energy. Thepr resolution was found to be significantlyfidirent from that expected being
about 5-6 times worse than expected. This had a negative impact on the black hole mass
reconstruction and thus potentially on the other analyses (although the statistics were not

good enough to determine this).



6.15 Conclusions

Although this chapter has presented many ideas and studies that have advanced our understanding
of how black hole properties could be measured, it is clear that this remains an experimentally

challenging problem.
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CHAPTER 7

Summary

Exactly. So, logically. ..

If... she... weighs... the same as a duck,... she’s made of wood.
And therefore?

A witch!

Whilst the Standard Model of particle physics has been immensely successful, there are strong
theoretical reasons for believing that there should be new physics at the TeV scale. Some of the
most interesting and exciting possibilities are extra dimensions, for which a numbedferédi
models have been developed.

Ultimately, such models must be tested experimentally if they are to have any scientific validity
so the construction of a TeV scale collider and detector is of the highest priority. To this end, |
have aided in the construction of the ATLAS detector being built at CERN by writing part of the
SctRodDagq software to calibrate and characterise SCT detector modules during macro-assembly. |
have shown that this software is fit-for-purpose by comparing its algorithms to previous calibration
software and by conducting performance teststRodDag is how in use at the macro-assembly
sites and at CERN.

In this thesis | have presented two studies of extra-dimensional models that have both aimed
to determine how well ATLAS could measure the model parameters. The first of these studies,
of graviton decays to heavy vector bosons, showed that the &/*W~ and G — Z°Z° cou-
plings could be measured over much of the allowed parameter space in the basic RS model. By
combining these measurements with those from other channels, it would be possible to test the
universality of the graviton’s couplings, which is a model independent feature.

In the final study, | have investigated the decay of microscopic black holes in ATLAS. This

exciting possibility is experimentally extremely challenging due to the complexity of the decay
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Summary

and the lack of theoretical understanding. | have considered these theoretical uncertainties and
investigated their fiect on several analyses. | have also introduced a new technigue that is able
to account for some of these uncertainties and demonstrated that this technique would be able to
determine the Planck mass to about 10% and the number of dimensiefs/&ofor a test case

with four extra dimensions.

180



What does the worker gain from his toil?
| have seen the burden God has laid on men.
He has made everything beautiful in its time.
He has also set eternity in the hearts of men;
yet they cannot fathom what God
has done from beginning to end.
| know that there is nothing better for men
to do good while they live.
That everyone may eat and drink,
and find satisfaction in all his toil
— this is the gift of God.
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ABBREVIATIONS

ADD
AP
ASIC
ATLAS
BOC
CERN
CMS
CORBA
csC
DAC
DAQ
DCS
DSP
ECAL
ENC
FCAL
FIFO
FILO
FPGA
GUI
HCAL
HEP

N. Arkani-Hamed, S. Dimopoulos and G. R. Dvali
Application Programming Interface
Application Specific Integrated Circuit

A Toroidal LHC ApparatuS

Back Of Crate card

The European Organization for Nuclear Research
Compact Muon Solenoid

Common Object Request Broker Architecture
Cathode Strip Chamber

Digital to Analogue Converter

Data AcQuisition

Detector Control System

Digital Signal Processor

Electromagnetic CALorimeter

Equivalent Noise Charge

Forward CALorimeter

First-In-First-Out

First-In-Last-Out

Field Programmable Gate Array

Graphical User Interface

Hadronic CALorimeter

High-Energy Physics
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Abbreviations

IDL Interface Definition Language

ILU Inter-Language Unification system
IPC Inter-Process Communication

IS Information Service

JHEP Journal of High Energy Physics
LAr lead-Liquid Argon

LHC Large Hadron Collider

LHCb Large Hadron Collider beauty experiment
MDT Monitored Drift Tube

MIP Minimally-lonising Particle
MRS Message Reporting Service
NFS Network File System

OoMG Object Management Group
PDF Parton Distribution Function
pr Transverse momentum

pr Missing transverse momentum
QCD Quantum ChromoDynamics
QED Quantum ElectroDynamics
RAM Random Access Memory
RCC ROD Crate Controller

ROD ReadOut Driver

Rol Regions of Interest

ROS ReadOut System

RPC Resistive Plate Chamber

RS L. Randall and R. Sundrum
S-Link  S-Link

SBC Single Board Computer
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Abbreviations

SCT
TCC
TDR
TGC
TIM

TRT

TTC
VME
XML

SemiConductor Tracker

Interface between the TIM and the TTC system
Technical Design Report

Thin Gap Chamber

TTC Information Module

Transition Radiation Tracker

Trigger, Timing and Control system

Versa Module Europa

eXtensible Markup Language
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